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The Dachshund
Indeed, it was made on the plan of a bench for length and lowness. It seemed to be satisfied, but I thought the plan poor, and structurally weak, on account of the distance between the forward supports and those abaft. With age the dog's back was likely to sag; and it seemed to me that it would have been a stronger and more practicable dog if it had had some more legs.

Mark Twain (Following the Equator, 1895-1896)

Biologists must constantly keep in mind that what they see was not designed, but rather evolved.

## Preface

This thesis deals with topics from Bioinformatics/Phyloinformatics. It touches the fields algorithmic complexity, molecular phylogenetics, sequence evolution, as well as parallel computing and, thus, is addressed to an interdisciplinary community. Although it is hardly possible to write a completely self-contained thesis, I tried to provide some basic information needed for members of either community to be able to more easily understand the topics discussed. Consequently, some information might be enclosed that seem trivial to, e.g., computer scientists but which biologists are possibly not familiar with and vice versa.

When writing up my thesis I decided, as it is custom in scientific presentations, to use the scientific 'we', which I prefer over the personal pronoun 'I'.
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The TREE-PUZZLE package including developments presented in this thesis is freely available from http://www.tree-puzzle.de.
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## 1. Overview

### 1.1. Motivation

It is commonly accepted that contemporary genes, genomes, and organisms evolved from ancestors under the influence of natural selection. Consequently, the knowledge of the evolutionary tree behind their origin is crucial for understanding these entities. Evolutionary phylogenetics dealing with the reconstruction of those evolutionary relationships of organisms, genes, or gene families has become a basic application in many fields of research.

Knowledge about the relationships within gene families plays an important role in understanding, for example, the origins of biochemical pathways, regulatory mechanisms in cells as well as the development of complex systems. For example, knowing relationships between viruses is central for understanding their ways of infection and pathogenicity.

Phylogenetic analysis is usually performed on sets of aligned related sequences from the primary databases like EMBL/GenBank (Stoesser et al., 2002; Benson et al., 2003, nucleotide sequences) and SWISS-PROT/TrEMBL (Boeckmann et al., 2003, protein sequences) or databases specialized on gene families like HOVERGEN (Duret et al., 1994), SYSTERS (Krause et al., 2002), the Ribosomal Database Project (RDP II, Maidak et al., 2001), and the European Small Subunit rRNA Database (Van de Peer et al., 2000b).

The development of efficient automated sequencing techniques and genome projects has produced a tremendously growing amount of data in these public databases (for a list see Baxevanis, 2003) during the recent decades. While a hand-curated high-quality database like SWISS-PROT grows about linearly (Fig. 1.2, dashed curve), other primary databases without the bottleneck of manual interaction like EMBL and TrEMBL show exponential growth rates (Figs. 1.1 and 1.2).

The enormous content of the public databases serves the need for larger datasets, since the increase of information is assumed to improve the accuracy of the results. The datasets compiled from the different data sources can increase in two dimensions, vertically and horizontally. Vertically means that the number of taxa or species is increased, horizontal growth describes the inclusion of more sites by obtaining either longer sequences or by adding different sequences to each taxon. The availability of large datasets motivates large scale projects like the assembly of the tree of life, a global phylogeny of all known organisms.

On the other hand, large datasets have led to severe difficulties, regarding runtime as well as memory requirements, for the efficient phylogenetic analysis of various types


Figure 1.1.: Public nucleotide databases like the EMBL database show exponential growth, doubling their content every nine month
of large datasets. To be able to elucidate such humongous amounts of data, it is of utmost importance to design fast and efficient algorithms for molecular sequence analysis. This especially applies to maximum likelihood methods in phylogenetic analysis due to their enormous need of computational resources. To make maximum likelihood tree reconstruction available for different kinds of large datasets, this thesis introduces four different approaches. First, the speedup of phylogenetic analysis using efficient algorithms is studied. Second, the waiting time of phylogeny reconstruction is reduced by introducing parallel computing. Furthermore, a method is suggested that can be used to find the coarse phylogenetic structure for a large dataset. Finally, a novel method is proposed to combine overlapping datasets of different genes into one overall tree. All these approaches are based on Quartet Puzzling (Strimmer and von Haeseler, 1996), a quartet-based phylogeny reconstruction method.

### 1.2. Organization of this Thesis

After a general introduction to biological data and phylogenetic analysis (Chapter 2) the underlying quartet-based algorithms, namely, Likelihood Mapping (Strimmer and von Haeseler, 1997) and Quartet Puzzling (Strimmer and von Haeseler, 1996; Strimmer et al., 1997) are delineated (Chapter (3). This thesis approaches the phylogenetic analysis of large datasets from four different angles described in Chapters 4 to 7 ,

Chapter 4: Chapter 4 introduces two new algorithms which reduce the level of complexity in the puzzling step from $O\left(n^{5}\right)$ to $O\left(n^{4}\right)$. The improved algorithms are


Figure 1.2.: While hand-curated protein databases like SWISS-PROT show only linear growth rates, the number of protein sequences derived from the nucleotide databases still grow exponentially (here TrEMBL, established in 1996).
compared to the original implementation and to another $O\left(n^{4}\right)$ algorithm suggested by Vincent Berry (Strimmer, personal communication).

Chapter 5: Due to their frequently still polynomial complexity, heuristics often do not sufficiently reduce the runtime of large dataset analysis. Hence, parallel computation has proven to be a valuable tool to decrease waiting time for the analysis. Chapter 5 describes the parallelization of the tree reconstruction in the TREEPUZZLE package.

Chapter 6: The maximum likelihood step of Quartet Puzzling causes a major part of the runtime of tree reconstruction. Therefore, in Chapter 6 a modified Quartet Puzzling algorithm is suggested to decrease computation time by reducing the number of quartets used for phylogeny reconstruction.

Chapter 7: As mentioned, large datasets do not only consist of sequences from many species (vertically large). Since long sequences are considered to increase information in the analysis, sequences of different genes are analyzed simultaneously (horizontally large). Yet available sequences are not spread evenly among species of interest. Therefore, chapter 7 introduces a quartet-based method to combine incomplete genesets for phylogenetic reconstruction. This method is discussed in the context of total evidence and SuperTree methods.

At the end of the thesis the results will be summarized and a short outlook to future work will be given (Chapter 8).

## 2. Molecular Phylogenetics: A General Introduction

This chapter will present some basics of phylogenetic analysis. In the first section biological sequence data, the concept of molecular evolution, and a way to model the evolutionary process will be introduced. The basic notations on trees will be defined in the second part of the chapter, followed by the explanation of different types of phylogenetic methods, and a brief introduction to maximum likelihood phylogenies. Finally, some facts about the complexity of phylogenetic reconstruction will be given.

### 2.1. Biological Sequences and Molecular Evolution

### 2.1.1. Types of Biological Data

To study evolutionary relationships, very diverse biological data are used like morphological characters, binary data, genomic gene order, nucleotide, and protein sequence data.

The first data used were morphological characters of the species under interest. Morphological characters have the advantage to be easily obtainable by eye or by microscopy without molecular laboratory work.

In the early times of molecular phylogenetics, coarse grain genetic data like binary characters of presence and absence of restriction sites played an important role. Very recently, gene order data has been used to reconstruct phylogenetic relationships from the order of genome rearrangements, so-called breakpoint phylogenies (Blanchette et al., 1997; Sankoff and Blanchette, 1998).

Today the vast majority of data in phylogenetic reconstruction is biological sequence data like nucleotide or protein sequences as stored in the public databases (see p. 11). One major advantage of biological sequence data is the increase of phylogenetically relevant information due to the large number of characters, that is, sites or residues, that can be obtained by sequencing.

Molecular sequences are coded as strings of literals from an alphabet $\mathbb{A}$ representing the order in which the building blocks are connected in the molecules. Nucleotide sequence data (DNA and RNA) are coded with an alphabet of the four nucleotides Adenine, Guanine, Cytosine, and Thymine in DNA or Uracil in RNA. Each nucleotide


Figure 2.1.: An example for sequence evolution. Sequence $s_{0}$ evolves to $s_{1}$ in time $t_{1}-t_{0}$. Then $s_{1}$ evolves divergently to $s_{2}$ and $s_{2}^{\prime}$ after a speciation/duplication event in time $t_{2}-t_{1}$.
or base is denoted by its first letters, $\mathbb{A}=\{A, G, C, T / U\}$ (Liébecq, 1992). Nowadays nucleotide sequences can be efficiently obtained using fast (automated) sequencing techniques (Sanger et al., 1977 and, e.g., Ansorge et al., 1993).

Protein data is encoded over an alphabet of 20 amino acids (Liébecq, 1992). Each amino acid is represented as a one-letter or as a three-letter literal ('A' or 'Ala' for Alanine, 'P' or 'Pro' for Proline etc.). Although there has been a lot of work on protein sequencing (Edman, 1950; Sanger and Thompson, 1953) and its automation (Edman and Begg, 1967) since the 1950 s, the indirect strategy of sequencing protein coding genes with the method of Sanger et al. (1977) and the subsequent translation into amino acids has proven to be faster and has become the usual way of deriving protein sequences.

### 2.1.2. Sequence Evolution

Before the division of any cell, plastid, or mitochondrion its genome has to be replicated to be inherited to the daughter cells or organelles. In spite of a proof reading machinery the process of copying is not error-free. Additionally, damages are introduced to the DNA by mutagens such as certain chemicals or UV light. Hence, the genomic sequence accumulates mutations as traces of evolutionary development. Although more complex mutations like rearrangements, duplications, and inversions are possible on chromosome level, only point mutations affecting single spots of the DNA are commonly considered. Point mutations are
substitutions - the exchange of one character state by another (Fig. 2.1)
insertions - inserting one or more characters
deletions - deleting one or more character usually indicated by gap characters '-' in the sequence. (Fig. 2.1)

Insertions and deletions cannot be distinguished when examining two contemporary sequences (e.g., $s_{2}$ and $s_{2}^{\prime}$ in Fig. 2.1). To decide whether an insertion or deletion has happened, one needs information on the sequence of the common ancestor ( $s_{1}$ in Fig. (2.1] which, however, is usually unknown. For that reason insertions and deletion are generalized as indels. Indels and substitutions generally apply to nucleotide as well as protein data. Although mutations happen at the genomic level, they can affect the amino acid sequence translated from protein coding genes. Nucleotide substitutions in protein coding genes that do not result in an amino acid substitution are called synonymous or silent mutations in contrast to non-synonymous mutations.

### 2.1.3. Multiple Sequence Alignment

Homologous sequences, that means, sequences related by a common ancestor sequence, are typically presented in a multiple sequence alignment (MSA). An alignment is a data matrix in which homologous characters, also called sites, of the sequences are aligned in the same column. For instance, the alignment of the sequences from Fig. 2.1 is

$$
\begin{array}{cccccccc}
s_{0}: & \ldots & A & G & C & C & T & \ldots \\
s_{1}: & \ldots & A & G & C & A & T & \ldots \\
s_{2}: & \ldots & G & G & C & A & T & \ldots  \tag{2.1}\\
s_{2}^{\prime}: & \ldots & A & G & - & A & T & \ldots
\end{array}
$$

To present indels, an additional gap character '-' is used. Sequence alignments serve as input to almost every sequence analysis and programs like CLUSTALW (Thompson et al., 1994) or DIALIGN (Morgenstern, 1999) are available to compute an MSA for a collection of sequences. However, there is still no standardized approach how to treat indels in the subsequent analysis. Typically columns with gaps are either discarded from the alignment, or indels are considered as 'wildcard' characters substituted by a distribution of character states. In the following we will for simplicity delete sites with indels.

### 2.1.4. Modeling Molecular Evolution

To reconstruct evolution, the evolutionary process is modeled as an evolutionary Markov process (EMP, Tavare, 1986; Müller and Vingron, 2000), also known as substitution model. An EMP is a time homogeneous, calibrated, stationary, reversible Markov process.

It is assumed that the frequencies $\pi_{\rho}$ of the characters $\rho \in \mathbb{A}$ are in equilibrium and remained stationary during evolution and among the sequences (stationarity). The vector $\boldsymbol{\pi}=\left(\pi_{1}, \pi_{2}, \ldots, \pi_{|\mathbb{A}|}\right)$ of the character frequencies is called stationary distribution.

C





Figure 2.2.: DNA substitution rates

Since we infer evolution backward in time and generally have no means to derive ancestral sequences, mutations are modeled to be reversible, that is, mutations from $\rho$ to $\sigma$ are assumed to be equally likely as the back-mutation from $\sigma$ to $\rho$ (reversibility)

$$
\begin{equation*}
\pi_{\rho} P_{\rho \sigma}(t)=P_{\sigma \rho}(t) \pi_{\sigma} \quad \rho, \sigma \in \mathbb{A} \tag{2.2}
\end{equation*}
$$

This assumption is also known as detailed balance.
Since evolution is modeled as a Markov process, it evolves without memory, that is, for the development from sequence $s_{1}$ to $s_{2}$ in Fig. 2.1 the character state of $s_{0}$ does not matter, only the state $s_{1}$ at $t_{1}$ is of importance. Furthermore, it is assumed that the Markov process acts on each character of the sequence independently from the others (independence).

The following applies to DNA as well as protein evolution but for simplicity we consider the smaller nucleotide alphabet $\mathbb{A}=\{A, C, G, T\}$ only. The probability of substitution of any character $\rho$ by character $\sigma$ in evolutionary time $t$ is described by a transition probability matrix $\boldsymbol{P}$. Given the stationary distribution $\boldsymbol{\pi}$ and substitution rate matrix $\boldsymbol{R}$ (see Fig. 2.2 for substitution rates)

$$
\boldsymbol{R}=\left(\begin{array}{cccc}
A & C & G & T \\
- & \beta & \gamma & \alpha  \tag{2.3}\\
\beta & - & \tau & \rho \\
\gamma & \tau & - & \sigma \\
\alpha & \rho & \sigma & -
\end{array}\right) \begin{gathered}
\\
A \\
C \\
G
\end{gathered}
$$

an instantaneous rate matrix $\boldsymbol{Q}$ can be constructed such that

$$
\boldsymbol{Q}=\left(\begin{array}{cccc}
-\sum_{k \neq A} Q_{A k} & \mu R_{A C} \pi_{C} & \mu R_{A G} \pi_{G} & \mu R_{A T} \pi_{T}  \tag{2.4}\\
\mu R_{C A} \pi_{A} & -\sum_{k \neq C} Q_{C k} & \mu R_{C G} \pi_{G} & \mu R_{C T} \pi_{T} \\
\mu R_{G A} \pi_{A} & \mu R_{G C} \pi_{C} & -\sum_{k \neq T} Q_{G k} & \mu R_{G T} \pi_{T} \\
\mu R_{T A} \pi_{A} & \mu R_{T C} \pi_{C} & \mu R_{T G} \pi_{G} & -\sum_{k \neq T} Q_{T k}
\end{array}\right)
$$

Hence, for the row sums the following applies.

$$
\begin{equation*}
\sum_{\sigma \in \mathbb{A}} Q_{\rho \sigma}=0 \quad \text { for each } \rho \in \mathbb{A} \tag{2.5}
\end{equation*}
$$

The factor $\mu$ in Eq. 2.4 is calibrated such that

$$
\begin{equation*}
\sum_{\rho \neq \sigma} Q_{\rho \sigma}=-\sum_{\rho} Q_{\rho \sigma}=1 \quad \rho, \sigma \in \mathbb{A} . \tag{2.6}
\end{equation*}
$$

The transition probability matrix $\boldsymbol{P}$ is constructed from $\boldsymbol{Q}$

$$
\begin{equation*}
\boldsymbol{P}(t)=e^{\boldsymbol{Q} t} . \tag{2.7}
\end{equation*}
$$

Sometimes (cf. Müller and Vingron, 2000) $\mu$ is calibrated such that

$$
\begin{equation*}
\sum_{\rho \neq \sigma} \pi_{\rho} P_{\rho \sigma}(1)=0.01 \quad \rho, \sigma \in \mathbb{A} \tag{2.8}
\end{equation*}
$$

That means, evolutionary time is calibrated such that in time $t=1$ (1 PAM) a sequence of length $m$ accumulates $m / 100(=1 \%)$ mutations.
$\boldsymbol{P}$ also has the following properties:

$$
\begin{equation*}
\sum_{\sigma \in \mathbb{A}} \pi_{\rho} P_{\rho \sigma}(t)=1.0 \quad \text { for each } t \leq 0 \text { and } \rho \in \mathbb{A} \tag{2.9}
\end{equation*}
$$

and

$$
\lim _{t \searrow 0} P_{\rho \sigma}(t)=\left\{\begin{array}{ll}
0.0, & \text { if } \rho \neq \sigma  \tag{2.10}\\
1.0, & \text { if } \rho=\sigma
\end{array} \quad \rho, \sigma \in \mathbb{A}\right.
$$

Note, that an EMP is uniquely described by $\boldsymbol{Q}$ or $\boldsymbol{P}(t)$, since $\boldsymbol{\pi}$ follows the equations $\boldsymbol{\pi} \boldsymbol{Q}=0$ and $\boldsymbol{\pi} \boldsymbol{P}(t)=\boldsymbol{\pi}$ for all $t>0$ (Tavare, 1986).

As mentioned above, Eq. 2.2 to Eq. 2.10 also apply for amino acids, but $20 \times 20$ matrices are used instead of $4 \times 4$-matrices, due to the larger alphabet size $|\mathbb{A}|$.

A number of models has been suggested both for nucleotide as well as amino acid evolution. The models vary in complexity regarding their parameters. Common DNA
models (listed in ascending complexity) are JC69 (Jukes and Cantor, 1969), Kimura-2Parameter model (K2P, Kimura, 1980), HKY85 (Hasegawa et al., 1985), TN93 (Tamura and Nei, 1993), and the General Time Reversible model (GTR, Rodriguez et al., 1990) as used in Eq. 2.3 and Fig. 2.2.

To model amino acid evolution, matrices are designed for different scenarios. While the Dayhoff model (Dayhoff et al., 1978) and JTT (Jones et al., 1992) are generally applicable, VT (Müller and Vingron, 2000) and WAG (Whelan and Goldman, 2001) model distant evolution. Specialized matrices like mtREV (Adachi and Hasegawa, 1996a) and cpREV (Adachi et al., 2000) model mitochondrial and chloroplast evolution respectively.

Transition probability matrices are applied to database searches and alignment construction. Furthermore, they are used to compute evolutionary distances between sequences and to evaluate trees for phylogenetic reconstruction in a maximum likelihood (ML) framework. For more detailed information on transition probability matrices see, e.g., Ewens and Grant (2001), Graur and Li (2000), Durbin et al.) (1998), and Tavare (1986).

Additional to the transition probability matrix, other assumptions can be made to more realistically model the evolutionary process. It is known that sequence positions may evolve with different rates. To account for this fact, each site in an alignment may also get its own rate specific factor. Typically one assumes that rates are distributed according to a $\Gamma$-distribution, where one parameter $\alpha$ describes the amount of rate heterogeneity (Gu et al., 1995; Yang and Kumar, 1994). Apart from that, methods have been suggested to estimate site-specific rates for each alignment column without assuming a $\Gamma$-distribution (e.g., Van de Peer et al., 2000a; Meyer and von Haeseler, 2003, and references therein).

### 2.2. Phylogenetic Tree Reconstruction

Recent taxa and their genetic sequences evolved from ancestors. Hence, tree diagrams - phylogenetic trees - are a logical way to present evolutionary relationships. Before going into detail how phylogenetic trees are reconstructed, the basic notations on trees will be defined.

### 2.2.1. Notation on Phylogenetic Trees

The basic tree notations used throughout this thesis will be defined by means of the examples in Fig. 2.3. Certain characteristics of tree topologies will be explained using the trees in Fig. 2.4. If special notations are needed later on they will be defined in the corresponding chapters.



Figure 2.3.: Tree notation on different rooted tree diagrams (a,b), an unrooted tree (c), and unrooted quartet tree (d)

Trees, Nodes, and Edges A tree is an acyclic graph $T=(\mathcal{V}, \mathcal{E})$ consisting of a set of nodes $\mathcal{V}$ and a set $\mathcal{E}$ of edges linking two nodes each. If a trees has a root node $\in \mathcal{V}$ it is called a rooted tree represented by a directed acyclic graph (DAG) for which all edges $e \in \mathcal{E}$ are directed away from the root. Edges are denoted by their adjacent nodes, e.g., $e_{(1,2)}$ describes the edge linking nodes 1 and 2. In a rooted tree $e_{(\bullet, 2)}$ describes the edge ending at node 2 .

The degree of a node $v$ is defined as the number of edges connected to $v$. External nodes, also called leaves, are connected to one branch only, they have degree 1. Nodes with degree $>1$ are internal nodes. Except for the root node in rooted trees all inner nodes will have at least degree 3. A node with three adjacent branches (degree 3) is called a bifurcation. Nodes with degrees $>3$ are called multifurcations (Fig. 2.3). A tree where all inner nodes have degree 3 is called a bifurcating or binary tree. Otherwise it is a multifurcating tree which is not completely resolved.

Evolutionary Trees, Leafsets, and Leaf-Labeled Trees In evolutionary trees, also called phylogenies, the nodes correspond to taxa and their ancestors. The edges, also called branches, depict the development between two nodes. Edges can be assigned weights to express evolutionary time. Evolutionary time is displayed as branch lengths (Fig. 2.3a, c). In Fig. 2.3b, only the vertical branch lengths depict time, while the horizontal part does not count.

Generally, sequences represent the taxa they are derived from. The leaves of the
phylogenetic tree are labeled by contemporary sequences (A to G in Fig. 2.3), while the internal nodes (nodes 1 to 4) correspond to the hypothetical ancestor sequences. Since we have no knowledge about ancestral sequences, evolutionary trees are leaf-labeled trees. Hence, the terms taxon, species, sequence, leaf, and external node are used interchangeably.

To access leafsets of trees we define the following. $T(\mathcal{S})$ is a tree with leafset $\mathcal{S}$, and $\mathcal{L}(T)$ describes the leafset of tree $T$. Hence, $\mathcal{L}(T(\mathcal{S}))$ is exactly $\mathcal{S}$.

A tree with $n$ leaves is called an $n$-tree. The topology of an $n$-tree is denoted by $T_{n}$. Accordingly, the size of the leafset $\left|\mathcal{L}\left(T_{n}\right)\right|$ of an $n$-tree is $n$.

An $n$-tree has a maximal number of $n-2$ internal nodes and $2 n-3$ edges if it is completely resolved. A completely unresolved tree comprises the minimal number of one internal node and $n$ edges, i.e., it has only external edges.

Biological Root and Outgroup Rooting Since the sequence at the general ancestor is unknown the placement of the root often remains a problem. Therefore, the phylogeny reconstruction programs usually produce 'unrooted trees' like in Fig. 2.3k. If one wants to determine the order of evolutionary events additional information is necessary to place the root on the tree. One approach is outgroup rooting. Outgroups comprise one or more taxa that are known to have branched off the tree of life before the interesting group of taxa in the analysis. The root is then placed on the branch between the outgroup and the rest of the tree. The unrooted tree in Fig. 2.3: has been rooted by the outgroup sequences A, B, and C in the trees in Fig. 2.3a and b.

Splits and Bipartitions The internal edges induce bipartitions on the leafset, that means, when cut they split the set of leaves into to two disjoint sets. In Fig. 2.3, the edge $e_{(1,2)}$ between nodes 1 and 2 splits the leaf sets of the trees into the disjoint subsets $\{B, C\}$ and $\{A, D, E, F, G\}$. This bipartition or split is denoted as $B C \mid A D E F G$. In case of trees of four sequences this notation exactly describes the tree topology since there is only one internal branch possible (e.g., $H I \mid J K$ in Fig. 2.3d). To describe the subsets induced by a splitting edge $e$, we define

$$
\begin{align*}
\Pi_{e} & =\{\text { taxa, on the left of edge } e\}  \tag{2.11}\\
\Gamma_{e} & =\{\text { taxa, on the right of edge } e\}  \tag{2.12}\\
r_{e} & =\{\text { taxa, on the same side as the root of edge } e\}  \tag{2.13}\\
r_{e} & =\{\text { taxa, not on the same side as the root of edge } e\} \tag{2.14}
\end{align*}
$$

Although the sets $ד_{e}$ and $\Gamma_{e}$ are not uniquely defined, the two notations are sufficient to describe the two set of leaves induced by an edge $e$.
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Figure 2.4.: Balanced and linearized tree topologies: balanced rooted tree (a), linearized rooted tree (b), balanced unrooted tree (c), linearized unrooted tree (d) also called caterpillar or comb tree

Rooted Trees, Ancestors, and Clusters In a rooted tree, $\operatorname{succ}(w)$ denotes the set of immediate descendants of node $w$, e.g., $\operatorname{succ}(3)=\{4, E, F\}$ in Fig. 2.3a and b.

Nodes in rooted trees allow the notation of common ancestors. The most recent common ancestor (MRCA) of a set of leaves or nodes is defined as the ancestral node furthest from the root that has all these leaves as descendants. In Fig. 2.3, the most recent common ancestor of the nodes $D, 4, F$ is node 3 , i.e., $\operatorname{MRCA}(D, 4, F)=3$, while $\operatorname{MRCA}(B, E)=$ root.

The set of all descendants of an ancestral node is called a monophyletic group, or clade. Taxa $A, B$, and $C$ are forming a monophyletic group while $D, F$, and $G$ are not monophyletic. The set of descendant leaves of an internal node is also called the cluster of that node. The cluster of node 1 in Fig. 2.3 is $C^{n}(1)=\{B, C\}$. Since in rooted trees edges are directional, we also speak about the cluster of an edge, e.g., the cluster of the edge $e_{(2,1)}$ is also $C^{e}\left(e_{(2,1)}\right)=\{B, C\}$ which is identical to ${ }_{r} \vec{e}_{(2,1)}$.

Binary Tree Topologies, Diameter, and Height Two topologies among the binary trees are extreme with respect to the diameter, the diameter of a tree being defined as the longest path between any two nodes in the tree. First, there are fully balanced trees (Fig. 2.4 , c) where all leaves have the same height. The height $h$ is defined as the number of edges between that leaf and the root in rooted trees or that leaf and the central edge in unrooted trees. Second, there are linearized trees also called caterpillar or comb-like
trees, which are highly unbalanced (Fig. 2.4b,d). All other binary tree topologies are intermediates between these extremes. The number of binary unrooted $n$-trees $B(n)$ is

$$
\begin{equation*}
B(n)=\prod_{k=3}^{n}(2 k-5)=\frac{(2 n-5)!}{2^{n-3}(n-3)!} \tag{2.15}
\end{equation*}
$$

(Felsenstein, 1978). The number of possible rooted $n$-trees is $B(n+1)$, considering the root as an additional leaf.

### 2.2.2. Types of Phylogenetic Methods

A rich variety of tree reconstruction methods based on sequences has been developed (for an overview see Swofford et al., 1996; Baxevanis et al., 2002), which fall into three categories, (a) maximum parsimony methods (MP), (b) evolutionary distances (ED) between sequences, and (c) approaches applying the maximum likelihood (ML) principle. MP tries to find the tree which explains the data with the least mutations. ED methods calculate pairwise distances between the taxa and construct a tree from these distances. ML aims to find the tree that gains the maximum likelihood to have produced the underlying data. Most of these methods use objective functions to evaluate trees and aim to find trees optimal in respect to the objective functions.

In the following we will describe how trees a evaluated using maximum likelihood. ML analysis is statistically well founded and used in many fields of research (e.g., Cramer, 1989; Eliason, 1993; Mendel and Burrus, 1990; Ewens and Grant, 2001). Since ML has been made applicable for reconstructing phylogenies of molecular sequences in 1981 by Felsenstein, it has shown to give accurate results in practice and to be quite robust against several sources of error. Although phylogenetic methods applying ML are computationally very expensive, their use in phylogeny reconstruction has increased. They are a routine method in phylogenetic analysis.

### 2.2.3. Maximum Likelihood on Phylogenetic Trees

In this section ML analysis is described briefly, for more details on maximum likelihood phylogenies refer to Felsenstein (1981), Goldman (1990), and Swofford et al. (1996).

In ML analysis a likelihood value is used to describe the goodness of fit of the hypothesis $H$ and the data $A$. The likelihood of the hypothesis $H$ given the data $A$ is defined as the probability of the data $A$ which in turn is the product of the partial probabilities for each data sample $A_{c}$ (Goldman, 1990)

$$
\begin{equation*}
L(H \mid A)=\operatorname{Pr}(A \mid H)=\prod_{c} \operatorname{Pr}\left(A_{c} \mid H\right) \tag{2.16}
\end{equation*}
$$

The basic principle of ML estimation is that the best estimate of an unknown parameter of the hypothesis $H$ is the one making the analyzed data most probable, which means, its likelihood value is maximized.

As data in molecular phylogenetics serves an alignment $A$ comprising $m$ columns of a set $\mathcal{S}=\left\{s_{1}, s_{2}, \ldots s_{n}\right\}$ of $n$ aligned homologous sequences like

$$
\begin{array}{c|ccccccc} 
& A_{1} & \ldots & A_{c-1} & A_{c} & A_{c+1} & \ldots & A_{m}  \tag{2.17}\\
\hline s_{1} & A & \ldots & G & T & A & \ldots & C \\
s_{2} & A & \ldots & G & C & T & \ldots & C \\
\vdots & \vdots & & \vdots & \vdots & \vdots & & \vdots \\
s_{n} & T & \ldots & G & C & G & \ldots & C
\end{array}
$$

To compute the likelihood, we need a hypothesis $H$ of the process how the data $A$ came into existence. We assume that the contemporary sequences evolved according to a phylogenetic tree $T$ under the influence of an EMP $M(2.1 .4)$. The phylogenetic tree $T$ consists of an $n$-tree topology and a set of branch lengths $t$. $t_{v w}$ denotes the length of the branch $e_{(v, w)}$ that connects the two nodes $v$ and $w$. Each of the $m$ alignment columns $A_{c}$ is regarded to be an independent sample from the EMP acting along the tree. Although the hypothesis $H$ includes both, the tree $T$ and the EMP $M$, for simplicity we will consider the tree $T$ only, we assume $M$ to be fixed.

To evaluate $T$, its likelihood value is calculated. If the tree $T$ (topology, branch lengths) and the character states at all nodes are known, the calculation is straightforward. For each data sample the likelihood is computed by multiplying the probabilities $P_{\rho \sigma}\left(t_{v, w}\right)$ (Eq. 2.7) for all edges $e_{(v, w)}$, where $\rho$ and $\sigma$ are the character states at the adjacent nodes $v$ and $w$ and $t_{v, w}$ is the evolutionary time between these node. Finally, the likelihoods of all data samples are multiplied to gain the overall likelihood of the tree.

However, since we do not know the ancestral sequences we have to sum over all possible character states at the internal nodes. The possible states are the elements of the alphabet $\mathbb{A}$, that is, 20 amino acids for protein data or 4 nucleotides for DNA.

The likelihood $L_{T}=L(T \mid A)$ of the tree $T$ is computed from the alignment $A$ using the probability matrix $\boldsymbol{P}\left(t_{e}\right)$ for each edge $e(\mathrm{Eq} .2 .7$ ) and the stationary distribution $\boldsymbol{\pi}$ of $M$ as described by Felsenstein (1981). $L_{T}$ is computed recursively in a post-order traversal of the tree, i.e., the probabilities of the states at the nodes will be computed after calculating the probabilities at the descendant nodes. The recursive calculation will proceed as follows.

Assume $T$ a rooted $n$-tree. At the moment we only consider one column $A_{c}$ of the alignment, which is possible under the assumption that the sites are independent. $A_{c, k}$ describes the character state of sequence $s_{k}$ in that column.

Assuming node $v$ to be a leaf representing sequence $s_{k}$, the likelihood $L_{v}(\rho)$ of the character state $\rho$ at leaf $v$ is determined from the alignment column since its state is known.

$$
L_{v}(\rho)=\left\{\begin{array}{ll}
1 & \text { if } \rho=A_{c, k}  \tag{2.18}\\
0 & \text { otherwise }
\end{array} \quad \rho \in \mathbb{A} .\right.
$$

If node $v$ is an inner node, the probability of state $\rho$ at node $v$ having given rise to states $\sigma \in \mathbb{A}$ at a descending node $u$ is computed by summing up the products of probability $P_{\rho \sigma}\left(t_{v, u}\right)$ that $\rho$ is $\sigma$ after time $t_{v, u}$ and the partial likelihood $L_{u}(\sigma)$ to find state $\sigma$ at node $u$

$$
\begin{equation*}
L_{v}(\rho)=\sum_{\sigma \in \mathbb{A}} P_{\rho \sigma}\left(t_{v, u}\right) L_{u}(\sigma) . \tag{2.19}
\end{equation*}
$$

Since an inner node $v$ has at least two descendants, the likelihood of any state $\rho$ at node $v$ is calculated by multiplying all probabilities for all succeeding nodes $w \in \operatorname{succ}(v)$

$$
\begin{equation*}
L_{v}(\rho)=\prod_{w \in \operatorname{succ}(v)}\left(\sum_{\sigma \in \mathbb{A}} P_{\rho \sigma}\left(t_{v, w}\right) L_{w}(\sigma)\right) \tag{2.20}
\end{equation*}
$$

The likelihood $L_{T}^{A_{c}}=\operatorname{Pr}\left(A_{c} \mid T, M\right)$ of the alignment column $A_{c}$ to be produced along tree $T$ by an EMP $M$ is the sum of the partial likelihoods of the states $\sigma \in \mathbb{A}$

$$
\begin{equation*}
L_{T}^{A_{c}}=\operatorname{Pr}\left(A_{c} \mid T, M\right)=\sum_{\sigma \in \mathbb{A}} \pi_{\sigma} L_{\text {root }}(\sigma) . \tag{2.21}
\end{equation*}
$$

From the likelihoods of the alignment columns, one computes the overall likelihood value of $A$ for the tree $T$

$$
\begin{equation*}
L_{T}=\operatorname{Pr}(A \mid T, M)=\prod_{k=1}^{m} L_{T}^{A_{k}} \tag{2.22}
\end{equation*}
$$

or the log-likelihood

$$
\begin{equation*}
\ell_{T}=\ln L_{T}=\sum_{k=1}^{m} \ln L_{T}^{A_{k}} \tag{2.23}
\end{equation*}
$$

This objective function enables the optimization of the parameters of the hypothesis. The branch lengths are optimized to find the maximum likelihood value of tree $T$ under the assumption of a fixed model of evolution. Since optimizing all branch lengths at once is not feasible, Felsenstein (1981) suggested to optimize the branches one by one. This iterative task is accomplished by numerical methods such as Expectation Maximization (EM, Dempster et al., 1977; Felsenstein, 1981) or Newton-Raphson-optimization (Press et al. 1988; Olsen et al., 1994) applying Felsenstein's (1981) Pulley Principle.

### 2.2.4. Complexity of Phylogenetic Analysis

Using an objective function like the one described in the previous section, a given tree can easily be evaluated. However, to find the optimal tree gaining the highest likelihood, one would have to examine all possible $n$-trees. As described in Eq. 2.15, the number of bifurcating unrooted trees $B(n)$ can be very large. For 10 sequences more than 2 million trees exist. For 55 taxa the trees outnumber the estimate of $10^{81}$ atoms in the known universe. Considering multifurcations makes the growth rate even more dramatic. Obviously, exhaustive tree searches are applicable for small data sets only.

To make things worse, the problem of finding an optimal phylogeny has been shown to be NP-complete for quite a number of reconstruction methods (Graham and Foulds, 1982; Foulds and Graham, 1982; Day and Sankoff, 1986; Day, 1987). NP-complete problems are those for which an efficient, i.e., polynomial-time algorithm is assumed to be impossible. In other words, it might be necessary to examine exponentially many trees to find the optimum. This should, in principle, also be true for ML methods.

In order to reduce the computational burden and to limit the vast number of trees to be examined heuristics have been suggested to search the tree space. Beside others a number of ML-based heuristics have been introduced such as stepwise insertion with local and global optimizations (DNAML, Felsenstein, 1981), the Quartet Puzzling algorithm (TREE-PUZZLE, Strimmer and von Haeseler, 1996; Schmidt et al., 2002), and star decomposition (MOLPHY; Adachi and Hasegawa, 1996b). Recently, Bayesian approaches (MrBAYES, Huelsenbeck and Ronquist, 2001), genetic algorithms (Lewis, 1998), and simulated annealing (Salter and Pearl, 2001) have entered the field. Note, that heuristics cannot guarantee to find the best tree.

## 3. The Quartet Puzzling Algorithm

Since the novel methods and extensions that will be introduced throughout this thesis (chapters 47 ) are based on the Quartet Puzzling algorithm, the relevant methods implemented in the TREE-PUZZLE package will be described in this chapter. First the relevant notations on quartets are presented. Thereafter, the methods Likelihood Mapping and Quartet Puzzling will be explained.

### 3.1. Introduction

While most tree reconstruction methods aim at reconstructing the overall tree for $n$ sequences by optimizing a global objective function, quartet methods break down this task into smaller parts. The methods attempt to reduce the problem of evaluating complex objective functions (cf. 2.2 .3 ) for a lot of large trees to the computation of quartet trees, i.e. four-species trees, and to build the overall tree from the collection of quartet trees. The quartet tree topologies serve as building blocks of larger trees.

Let $\mathcal{S}=\left\{s_{1}, \ldots, s_{n}\right\}$ be the set of $n$ homologous (i.e. related) aligned sequences. $\mathcal{Q}$ denotes the set containing all $\binom{n}{4}$ quartets of $\mathcal{S}$. For each quartet $q=\{a, b, c, d\} \in \mathcal{Q}$ three binary tree topologies exist (Fig. 3.1). A quartet topology is uniquely described by the bipartition induced by the internal edge. Hence, quartet topologies are denoted by $a b|c d, a c| b d, a d \mid b c$ (Fig. 3.1), where $a, b, c, d \in \mathcal{S}$ are the labeled leaves of the trees.

Given a tree of $n$ sequences, there are $\binom{n}{4}$ different quartets. For each quartet $q=$ $\{a, b, c, d\}$ derived from an $n$-tree there is an induced unique quartet topology (Fig. 3.2). From the set of $\binom{n}{4}$ induced quartet topologies, the full tree can be unambiguously reconstructed (Bandelt and Dress, 1986). Since the overall tree is not known the set of quartet topologies has to be inferred from aligned sequences. Several criteria exist to find the set of quartet tree topologies supported by the input dataset. Possible methods are again evolutionary distances, the parsimony criterion, or the maximum likelihood framework.

If each constructed quartet tree agrees with the unknown induced quartet tree, then reconstructing the $n$-tree is straight-forward. However, the stochastic process of evolution makes it unlikely to reconstruct each quartet correctly. This, on the one hand, leads to the reconstruction of contradicting quartet topologies. Consider, for instance, $A B|C D, A B| C E$, and $A E \mid B D$ to be reconstructed quartet trees from sequence data. While the first two support a split $A B \mid C D E$, this is contradicted by the placement of taxa $B$ and $E$ in the third tree. Thus, it is not possible to unambiguously join these
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Figure 3.1.: The three different binary (fully resolved) tree-topologies for the quartet $q=\{a, b, c, d\}$. The generic weights $\left(w_{a b \mid c d}, w_{a c \mid b d}, w_{a d \mid b c}\right)$ used for the leastsquare fit are given below the topologies.



Figure 3.2.: An example tree with 10 leaves, and the induced topology for a quartet $\{A, D, G, I\}$.
trees. On the other hand, it might often not be possible to unequivocally resolve which topology is supported by the input data. Two or even all three topologies might gain almost equal support by the data. These so-called unresolved cases can be depicted by network or star tree topologies representing the neighborhood relations from more than one binary tree topology (Fig. 3.3). Most quartet methods, however, take into account only one best topology for each quartet.

A number of quartet-based tree reconstruction methods have been developed to construct trees from sets of 4 -trees (e.g., Sattath and Tversky, 1977; Fitch, 1981; Bandelt and Dress, 1986; Dress et al., 1986; Strimmer and von Haeseler, 1996; Ben-dor et al., 1998; Ranwez and Gascuel, 2001). The developments and enhancements presented in this thesis are based on the quartet methods implemented in the TREE-PUZZLE package (Strimmer and von Haeseler, 1996; Schmidt et al., 2002; Schmidt and von Haeseler, 2003).

### 3.2. Methods from the TREE-PUZZLE Package

### 3.2.1. Likelihood Mapping

While distance-based methods or the parsimony criterion can be used to decide which of the three informative tree topologies is best supported for one quartet, TREE-PUZZLE uses the maximum likelihood framework to select.


Figure 3.3.: The three different partially resolved tree-topologies and the completely unresolved one for the quartet $q=\{a, b, c, d\}$. The supported topologies combined in the respective scenario are given above, the generic weights ( $w_{a b \mid c d}$, $\left.w_{a c \mid b d}, w_{a d \mid b c}\right)$ used for the least-square fit are given below the topologies.

For a quartet $q=\{a, b, c, d\}$ the trees $a b|c d, a c| b d$, and $a d \mid b c$ are evaluated. That is, maximum likelihood values

$$
\begin{equation*}
L_{a b \mid c d}, L_{a c \mid b d}, L_{a d \mid b c} \tag{3.1}
\end{equation*}
$$

or the corresponding log-likelihoods

$$
\begin{equation*}
\ell_{a b \mid c d}, \ell_{a c \mid b d}, \ell_{a d \mid b c} \tag{3.2}
\end{equation*}
$$

are computed for each topology according to 2.2 .3 .
To take into account that two or even all three topologies can receive almost identical support, Strimmer et al. (1997) computed the Bayesian weights or posterior probabilities of the likelihoods

$$
\begin{equation*}
p_{\tau}=\frac{L_{\tau}}{L_{a b \mid c d}+L_{a c \mid b d}+L_{a d \mid b c}} \quad \tau \in\{a b|c d, a c| b d, a d \mid b c\} . \tag{3.3}
\end{equation*}
$$

For equally supported quartet trees they decided randomly which topologies to choose. The rational behind this strategy is as follows. If one topology $\tau$ is clearly supported its weight is $p_{\tau} \approx 1.0$ while the other two are approximately zero. Such a quartet is called fully resolved. In the case of a partly resolved quartet, that is, two topologies $\tau$ and $\tau^{\prime}$ are equally well supported their weights are $p_{\tau} \approx p_{\tau^{\prime}} \approx 0.5$. If all three topologies get almost equal support (unresolved quartet) each of the weights will be approximately one third.

Accordingly, for the 7 possible scenarios (3 three fully resolved, 3 partly resolved, and 1 unresolved state; cf. Figs. 3.1 and 3.3) a set of generic Bayesian weights ( $w_{a b \mid c d}, w_{a c \mid b d}$, $w_{a d \mid b c}$ ) are used to discriminate the scenarios. The generic weights are chosen $1, \frac{1}{2}$, or $\frac{1}{3}$ as shown in Figs. 3.1 and 3.3. The supported quartet topologies are selected according to the scenario with the least square distance

$$
\begin{equation*}
D=\sum_{\tau \in\{a b|c d, a c| b d, a d \mid b c\}}\left(p_{\tau}-w_{\tau}\right)^{2} \tag{3.4}
\end{equation*}
$$



Figure 3.4.: How likelihood weights are plotted in a likelihood mapping diagram. Left side: likelihood weight plotted in a three-dimensional coordinate system. Right side: the simplex and its areas and the corresponding quartet topologies. The gray triangles are identical, only viewed from different angles.
between the generic weights $w_{\tau}$ and the posterior probabilities $p_{\tau}$.
The posterior probabilities from Eq. 3.3 have the nice property of summing up to 1.0. This gave rise to a method called likelihood mapping (Strimmer and von Haeseler, 1997) that visualizes the quartet likelihoods. If three values which add up to 1.0 are plotted into a 3-dimensional coordinate system, all these points fall exactly into the triangle spanning between the coordinates $(1,0,0),(0,1,0)$, and $(0,0,1)$. This triangle, also called a simplex, can be printed directly by changing the angle (see Fig. 3.4). The seven areas of the likelihood mapping diagram present the seven scenarios. Points in the corners show unambiguously supported quartet topologies. The rectangular areas display the partly resolved quartets, while the center comprises all unresolved quartets.

By plotting all or a large random subset of the quartets, likelihood mapping visualizes the phylogenetic information of a dataset. The more points fall into the middle of the diagram, the less suitable is the dataset for phylogenetic analysis. Moreover, by clustering the sequences into 2 to 4 clusters, the relationships and monophyly of these clusters can be examined. Each of the corners is assigned a certain cluster relationship, and the number of dots in that area shows the respective quartet support.

### 3.2.2. Quartet Puzzling

The tree reconstruction method, implemented in TREE-PUZZLE, first reads a multiple sequence alignment and estimates missing parameters according to the user specified model of evolution. The parameter estimation process will be described in chapter 5 .

The actual tree reconstruction, the Quartet Puzzling algorithm, comprises three steps: (1) maximum likelihood step (ML step), (2) puzzling step, and (3) consensus step (Strimmer and von Haeseler, 1996; Strimmer et al., 1997).
a)





Figure 3.5.: Evaluation of the best insertion branch by penalizing. In this example $A E|B C, A E| B D, A C \mid D E$, and $B D \mid C E$ are the supported quartet topologies found in the previous step evaluating the quartets. The penalty neighbors are marked bold-face.


Figure 3.6.: Evaluation of the best insertion branch in a 5 -tree by penalizing. The penalty neighbors in the quartet topologies are marked bold-face.

### 3.2.2.1. ML Step

In the ML step, the set of quartet topologies is computed which act as building blocks to reconstruct the overall tree topology. To do so, for each possible quartets $q \in \mathcal{Q}$ the three binary topologies are evaluated by ML (cf. 2.2.3). The supported topologies are chosen applying equations Eq. 3.3 and Eq. 3.4 (cf. 3.2.1). As described before, this approach also selects the second best or even all three quartet topologies if there is no clear support for a single topology (Strimmer et al., 1997).

### 3.2.2.2. Puzzling Step

Starting from a supported topology of the first quartet $\left\{s_{1}, s_{2}, s_{3}, s_{4}\right\}$, sequences are added one after another as follows (Strimmer and von Haeseler, 1996; Strimmer et al., 1997).

Assume $X$ the next sequence to be added to the tree $T_{i}$ that already contains the first $i$ sequences. For all quartets of the type

$$
\begin{equation*}
q_{X} \in\left\{\{a, b, c, X\} \mid a, b, c \in \mathcal{L}\left(T_{i}\right), X \text { to be inserted }\right\}=\mathcal{Q}_{\left(X, T_{i}\right)} \tag{3.5}
\end{equation*}
$$

the supported topology is used to determine the optimal insertion point for sequence $X$ (see Figs. 3.5 and 3.6 for examples). Assume $a b \mid c X$ the supported topology of a $q_{X} \in \mathcal{Q}_{\left(X, T_{i}\right)}$. Then for each such quartet $q_{X} \in \mathcal{Q}_{\left(X, T_{i}\right)}$ a penalty of 1 is added to every edge on the path between the two taxa $a$ and $b$, which are not neighbors of $X$ in the supported topology. This path between $a$ and $b$ is called penalty path, while $a$ and $b$ are called penalty neighbors. If more than one topology is supported for a quartet, one topology is chosen randomly. The sequence $X$ is added to an randomly chosen edge $e \in \mathcal{E}_{\text {min }}$, where $\mathcal{E}_{\text {min }}$ is the set of edges with minimum penalty. The procedure of sequentially adding sequences is continued until an intermediate tree is reconstructed containing all $n$ taxa.
The puzzling step itself is repeated several thousand times with different input orders.

### 3.2.2.3. Consensus Step

From the collection of all intermediate trees a majority-rule consensus tree is constructed, resolving all bipartitions which occur in more than $50 \%$ of the intermediate trees (for more details on consensus methods see 7.2.2.1 as well as McMorris and Neumann, 1983). The percent occurrence of the bipartitions among the intermediate trees gives a support value for the corresponding branch.

Finally, maximum likelihood branch lengths and the log-likelihood are computed for the consensus tree following the approach of Felsenstein (1981) as described in 2.2.3.

## 4. Improvement in Complexity of the Puzzling Step of QP

### 4.1. Introduction

Large growth rates of running times with increasing input size is a serious obstacle for the application of complex methods to large datasets.

When running time gets large more efficient algorithms are necessary. The enormous improvement that can be achieved by efficient algorithms has been impressively demonstrated in computer science textbooks, e.g., for sorting and searching algorithms (Cormen et al., 2001; Knuth, 1997, Ottmann and Widmayer, 2002).

The efficiency of computer algorithms can be measured by running benchmarks on a computer to compare the performance of two algorithms. Benchmarks are a possible and necessary way to judge the efficiency of, e.g., a parallelized algorithm compared to the sequential version (cf. chapter 5). To measure the global efficiency of computer algorithms, benchmarks are by far too machine dependent. Hence, the general complexity of algorithms is scrutinized to reveal their efficiency. In case of algorithms with similar or equal complexity, benchmarks can help to find the preferable method.

In general two kinds of efficiency are investigated, the consumption of memory and runtime. Since one is interested in the consumption of resources for large input sizes, complexity measures have been introduced to describe the growth of computational and memory needs with respect to the input size.

This chapter is concerned with the complexity of the puzzling step introduced in chapter 3. For this purpose, the relevant complexity measures will be presented in the next section. We then will examine the complexity of the original puzzling step. Afterwards, three more efficient algorithms will be described, two novel ones and one suggested by Vincent Berry (Strimmer, personal communication). Finally, the runtime of all four algorithms will be compared and the difference will be discussed.

### 4.2. Complexity Measures

The complexity of an algorithm is usually described by asymptotic bounds using the $O$, $\Omega$, and $\Theta$-notation (Cormen et al., 2001, chap. 3). The three notations are defined as follows.


Figure 4.1.: The three complexity notations $O, \Omega$, and $\Theta$
The $O$-notation describes an asymptotic upper bound of an algorithm and is defined by

$$
\begin{align*}
& O(g(n))=\left\{f(n) \text { : there exist } c, n_{0} \geq 0,\right. \\
& \text { such that } 0 \leq f(n) \leq c g(n),  \tag{4.1}\\
& \text { for all } \left.n \geq n_{0}\right\}
\end{align*}
$$

This equation means function $f(n)$ belongs to the set $O(g(n))$, if there exists a positive constant $c$, such that $c g(n)$ is an upper bound for $f(n)$ for all $n \geq n_{0}$ (Fig. 4.11). $f(n)$ might, for example, describe the memory consumption of an algorithm.
The $\Omega$-notation defines an asymptotic lower bound.

$$
\begin{align*}
& \Omega(g(n))=\left\{f(n) \text { : there exist } c, n_{0} \geq 0,\right. \\
& \text { such that } 0 \leq c g(n) \leq f(n),  \tag{4.2}\\
& \\
& \text { for all } \left.n \geq n_{0}\right\}
\end{align*}
$$

If there is a positive constant $c$, such that $c g(n)$ is a lower bound of $f(n)$ for all $n \geq n_{0}$ (Fig. 4.1b), $f(n)$ belongs to the set $\Omega(g(n))$.

The $\Theta$-notation is defined as

$$
\begin{align*}
\Theta(g(n))=\{f(n): & \text { there exist } c_{1}, c_{2}, n_{0} \geq 0 \\
& \text { such that } 0 \leq c_{1} g(n) \leq f(n) \leq c_{2} g(n),  \tag{4.3}\\
& \text { for all } \left.n \geq n_{0}\right\}
\end{align*}
$$

This means function $f(n)$ belongs to the set $\Theta(g(n))$, if there exist positive constants $c_{1}, c_{2}, n_{0}$, such that $f(n)$ can be 'sandwiched' between $c_{1} g(n)$ and $c_{2} g(n)$ for all $n \geq n_{0}$ (Fig. 4.17). Note, if $f(n)$ belongs to $\Theta(g(n))$, this implies that it also belongs to $O(g(n))$ as well as to $\Omega(g(n))$.
$O$ and $\Omega$ can be taken as the worst-case or best-case complexity, respectively.

Examples An algorithm that adds up all entries of an $(n \times n)$ matrix should be of order $\Theta\left(n^{2}\right)$, because every entry has to be touched exactly once.

Given a symmetric matrix, only $\frac{n^{2}+n}{2}$ entries, that is, one triangular part, have to be accessed. This, however, is still included in $\Theta\left(n^{2}\right)$.

Searching whether a zero contained in such a matrix, in worst case, all entries have to be touched once if there is no zero or one in the last entry. In the best case a zero is found in the first entry. Hence, such an algorithm should be of order $O\left(n^{2}\right)$ and $\Omega(1)$.

Most often the upper bound, denoted by the $O$-notation, is used to characterize an algorithm. Important growth rates for algorithms with respect to input size $n$ are

```
O(1) constant time (no growth dependent on input size n)
O(log}n)\quadlogarithmic growt
O(n)\quadlinear growth
O(n\operatorname{log}n) n log n growth
O(\mp@subsup{n}{}{2})\quadquadratic growth
O(n}\mp@subsup{n}{}{3})\quad\mathrm{ cubic growth
O(n}\mp@subsup{n}{}{x})\quad\mathrm{ polynomial growth
O(\mp@subsup{x}{}{n})\quadexponential growth.
```

One algorithm is considered more efficient than another if it has lower a growth rate. For more details refer to computer science textbooks (e.g., Cormen et al., 2001, Ottmann and Widmayer, 2002).

### 4.3. Complexity of the Original Puzzling Step

The original algorithm for the puzzling step (cf. 3.2.2) was implemented as described by Strimmer and von Haeseler (1996). A pseudo-code listing of the algorithm (Listing 4.1) will be used to examine its complexity. In the listing, the lines and loops important for the measurement of the complexity are numbered (e.g., 4.1c).

Length of Penalty Paths and the Diameter of a Tree Central to the original algorithm is the incrementation of the edge penalties (step 4.1c) on the path between two penalty neighbors $a$ and $b$, the two leaves not being neighbors of the insertion taxon $X$ in a preferred quartet topology (cf. 3.2 .2 and Fig. (3.5).

The complexity of this step equals the length of the path between $a$ and $b$, because direction vectors are used to look up the direction at any node to any other node in the tree. The entries of the vectors indicate directions to any internal or external node. The directions to the internal nodes are necessary to be able updating the direction to newly inserted edges easily. For the following it is assumed that tree $T_{i}$ with $i$ leaves has been constructed so far. The maximal path length between penalty neighbors is bounded by the diameter of the tree $T_{i}$, which is defined as the longest path between any two leaves of the tree.

Listing 4.1: Original Puzzling Step Algorithm
Data : Set of taxa $\mathcal{S}=\left\{s_{1}, s_{2}, \ldots s_{n}\right\} ;$
Set of preferred quartet topologies for all quartets in $\mathcal{S}$
Result : One binary tree $T_{n}$ containing all $n$ taxa in $\mathcal{S}$
begin
Set the sequences in $\mathcal{S}$ into a random order $s_{1}, s_{2}, \ldots s_{n}$;
Set tree $T_{4}$ one preferred topology of $\left\{s_{1}, s_{2}, s_{3}, s_{4}\right\}$;
Initialize path directions in $T_{4}$;
for $i=4$ to $(n-1)$ do
$X=s_{i+1} ;$
foreach quartet $q_{X} \in \mathcal{Q}_{\left(X, T_{i}\right)}$ do
Let $a$ and $b$ be the penalty neighbors in the preferred topology of $q_{X}$; Add a penalty of 1 to all edge penalties $\boldsymbol{\Phi}(\varepsilon)$ for all edges $\varepsilon$ on the penalty path between $a$ and $b$ in $T_{i}$;
Find the set of edges $\mathcal{E}_{\text {min }}\left(T_{i}\right)$ with minimal penalty;
Insert $X$ into one edge $e \in \mathcal{E}_{\text {min }}\left(T_{i}\right)$;
Call the new tree $T_{i+1}$;
Update path directions in $T_{i+1}$;
return $T_{n}$;
end

The longest possible diameter for a tree with $i$ leaves exists in a linearized tree topology (cf. Fig. 2.4 d ). Its diameter is exactly $i-1$, since all $i-3$ internal edges are on the path plus two external branches. Hence the upper bound for the diameter is $O(i)$.

The shortest possible diameter of a binary tree exists in a completely balanced tree (Fig. 2.4.). It is well-known (e.g., Ottmann and Widmayer, 2002) that the maximum height $h_{\max }$ of a balanced binary rooted tree (as in Fig. 2.4a) with $i$ leaves is $h_{\max } \leq$ $\left\lceil\log _{2} i\right\rceil$, where the height $h$ is defined as the number of edges between a node and the root. Hence, in this case the height $h$ is bound by $\Theta(\log i)$. Therefore, the diameter of such rooted trees is twice its height, implying $\Theta(\log i)$ for the diameter. The same holds for the unrooted tree the diameter being one edge shorter because the central edge is not divided by a root (Fig. 2.4c). Accordingly, the complexity of step 4.1c incrementing the penalty path is bound by $O(i)$.

Runtime complexity Step 4.1c is repeated for each of the $\binom{i}{3}$ relevant quartets (loop 4.1 b , leading to complexity $\binom{2}{3} \cdot O(i) \subset O\left(i^{4}\right)$ for loop 4.1b. Finding the set of minimal edges $\mathcal{E}_{\text {min }}\left(T_{i}\right)$ has complexity $O(i)$, since all $2 n-3$ edges have to be examined (step 4.1d). After inserting $X$, the directions pointing to $X$ and the new internal node have to be added by inserting the direction to the insertion edge in constant time per edge (step 4.1e. The direction vector of one of the adjacent nodes is copied to the newly inserted
node $(O(i))$. The linear complexity of this update (step 4.1d) is superseded by the $O\left(i^{4}\right)$ complexity of loop 4.1b. Since we add the $n$ taxa sequentially (loop 4.1a), the overall runtime complexity of the original puzzling step algorithm is $O\left(n^{5}\right)$.

Memory complexity The memory needed for general purposes such as tree topologies and leaf set permutations are of linear complexity. This remains the same in all following algorithms and will, thus, not be considered any further. As mentioned above, direction vectors are used at all internal nodes to efficiently determine paths through the tree. The memory complexity of the direction vectors is $\Theta\left(n^{2}\right)$.

### 4.4. More Efficient Puzzling Step Algorithms

A main improvement in complexity compared to the original algorithm can be achieved by avoiding the tree traversal for each quartet during the insertion step.

Here two new algorithms are presented which reduce the complexity of the puzzling step. Both algorithms are based on a so-called penalty neighborhood matrix $\boldsymbol{N}=\left(N_{a, b}\right)$ with $a, b \in \mathcal{L}\left(T_{i}\right)$, the leafset of $T_{i}$. The entries of $\boldsymbol{N}$ count the number of times two taxa are neighbors in the $\binom{i}{3}$ quartet tree topologies relevant to insert a next taxon $X$ into $T_{i}$

$$
\begin{equation*}
N_{a, b}=\left|\left\{a b|c X| a, b, c \in \mathcal{L}\left(T_{i}\right)\right\}\right| \tag{4.4}
\end{equation*}
$$

The two algorithms differ in the way the penalty $\boldsymbol{\Phi}(e)$ for an edge $e$ is derived from the penalty neighborhood matrix $\boldsymbol{N}$.

Additionally, an algorithm suggested by Vincent Berry (Strimmer, personal communication) is presented that is based on the MRCA (most recent common ancestor) relationships of the penalty neighbors.

### 4.4.1. Split-Based Puzzling Step Algorithm

The following algorithm is sketched in Listing 4.2. To compute the penalty of an edge $e$ only the sum of penalty paths passing through $e$ induced by any two penalty neighbors on different sides of that edge have to be considered. The sum of all paths between any two penalty neighbors are computed in the penalty neighborhood matrix $\boldsymbol{N}$ (Eq. 4.4). Each incrementation has complexity $O(1)$ which is performed for the $\binom{i}{3}$ relevant quartets. Accordingly, computing $\boldsymbol{N}$ (loop 4.2b) has complexity $\Theta\left(i^{3}\right)$, since symmetrizing the matrix (loop 4.2c) needs $\Theta\left(i^{2}\right)$ assignments, which does not increase the complexity. $\boldsymbol{N}$ is symmetrized to avoid sorting every pair of leaves when accessing $\boldsymbol{N}$.

Listing 4.2: Split-based Puzzling Step
Data : Set of taxa $\mathcal{S}=\left\{s_{1}, s_{2}, \ldots s_{n}\right\} ;$ Set of preferred quartet topologies for all quartets in $\mathcal{S}$
Result : One binary tree $T_{n}$ containing all $n$ taxa in $\mathcal{S}$

## begin

Set the sequences in $\mathcal{S}$ into a random order $s_{1}, s_{2}, \ldots s_{n}$;
Set tree $T_{4}$ one preferred topology of $\left\{s_{1}, s_{2}, s_{3}, s_{4}\right\}$;
Initialize split vectors in $T_{4}$;
for $i=4$ to $(n-1)$ do
Clear $(i \times i)$ penalty neighborhood matrix $\boldsymbol{N}$;
$X=s_{i+1}$;
foreach quartet $q_{X} \in \mathcal{Q}_{\left(X, T_{i}\right)}$ do
Let $a=s_{x}$ and $b=s_{y}(x<y)$ be the penalty neighbors in the preferred topology of $q_{X}$;
Increment $N_{a, b}$;
foreach $x<y \leq i$ do $N_{s_{y}, s_{x}}=N_{s_{x}, s_{y}}$;
foreach edge $e$ in $T_{i}$ do
foreach leaf $a \in \Gamma_{e}$ do
foreach leaf $b \in ד_{e}$ do
Increment $\boldsymbol{\Phi}(e)$ by $N_{a, b}$;
find the set of edges $\mathcal{E}_{\text {min }}\left(T_{i}\right)$ with minimal penalty;
insert $X$ into one edge $e \in \mathcal{E}_{\text {min }}\left(T_{i}\right)$;
call the new tree $T_{i+1}$;
update split vectors in $T_{i+1}$;
return $T_{n}$;
end

The penalty $\boldsymbol{\Phi}(e)$ of an edge $e$ is collected (loops 4.2e and 4.2f) summing up the joint penalties $N_{a, b}$ of each penalty path from $a$ and $b$ leading from any leaf $a$ on the one side of $e$ to any leaf $b$ on the other side of $e$,

$$
\begin{equation*}
\Phi(e)=\sum_{a \in \vec{r}_{e}} \sum_{b \in \prod_{e}} N_{a, b} . \tag{4.5}
\end{equation*}
$$

The computation of one $\boldsymbol{\Phi}(e)$ needs between $i-1$ for external edges and $\left\lceil(i / 2)^{2}\right\rceil$ additions, that means loops 4.2 e and 4.2 f together have complexity $O\left(i^{2}\right)$. The computation of the penalties for all $2 i-3$ edges has overall complexity $O\left(i^{3}\right)$ (loop 4.2d).

Finding the set of minimal penalty edges $\mathcal{E}_{\text {min }}\left(T_{i}\right)$ (step 4.2g) is again of order $O(i)$, but can be collected while computing $\boldsymbol{\Phi}(e)$.

To be able to look up the splits at each edges, we use two split arrays of joint size $n$ for each edge, which have to be updated once after an insertion (step 4.2h). After insertion we have to add the newly inserted taxon to the existing arrays in constant time per edge in a tree traversal, and all existing taxa have to be added to the cluster vectors at the two newly created edges again in $O(i)$.

Overall runtime complexity The highest complexity within the insertion loop 4.2a is $O\left(i^{3}\right)$ for the computation of all edge penalties as well as for the construction of the penalty neighborhood matrix $\boldsymbol{N}$, which supersede the other complexities. Since we add all taxa one by one, the algorithm's overall runtime complexity is $O\left(n^{4}\right)$.

Memory complexity In comparison to the original algorithm, the split-based algorithm requires additional memory for the penalty neighborhood $(n \times n)$-matrix $\boldsymbol{N}$ and cluster vectors with a joint size of $n$ entries at every edge. The data structures both have complexity $\Theta\left(n^{2}\right)$. Hence, the memory complexity is equal for both algorithms. Note, the directional arrays of the original algorithm are not needed any more.

### 4.4.2. Recursive Puzzling Step Algorithm

As described above, the split-based algorithm reduces the complexity of the puzzling step by one order of magnitude. Yet further improvement can be achieved. While examining all $\binom{i}{3}$ relevant quartets is necessary for the insertion, computing the edge penalties can be solved more efficiently by using the following recursive approach (Listings 4.3 and 4.4).

The recursive algorithm again uses the penalty neighborhood matrix $\boldsymbol{N}$ which is constructed as before (Eq. 4.4). Additionally, the algorithm uses an external node penalty vector $\boldsymbol{E}=\left(E_{a}\right)$ containing the number of penalty paths starting at each leaf $a . \boldsymbol{E}$ is calculated as follows.

$$
\begin{equation*}
E_{a}=\sum_{b \neq a} N_{a, b} \quad a, b \in \mathcal{L}\left(T_{i}\right) \tag{4.6}
\end{equation*}
$$

Starting from $\boldsymbol{N}$ and $\boldsymbol{E}$, the edge penalties are computed via post-order traversal (calling the recursive function, Listing 4.4, in step 4.3d) in the recursive puzzling step algorithm (Listing 4.3). The tree $T_{i}$ is assumed to be rooted arbitrarily at the external branch leading to $s_{1}$, the first sequence in the random permutation. Note, that the placement of the root does not change the result. Yet the root is necessary to introduce a starting point for the recursion.

Before analyzing the complexities of the algorithm sketched in Listings 4.3 and 4.4 , the recursive procedure will be described in detail using an example.

Table 4.1.: Quartets $q_{H} \in \mathcal{Q}_{\left(H, T_{7}\right)}$ with $\mathcal{L}\left(T_{7}\right)=\{A, B, C, D, E, F, G\}$ (cf. Fig. 4.1) and their supported topologies for the example.

| $\{A, B, C, H\}$ | $A C \mid B H^{*}$ | $\{A, D, E, H\}$ | $D E \mid A H$ | $\{B, C, G, H\}$ | $B C \mid G H$ | $\{C, D, G, H\}$ | $C D \mid G H$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\{A, B, D, H\}$ | $A B \mid D H$ | $\{A, D, F, H\}$ | $D F \mid A H^{*}$ | $\{B, D, E, H\}$ | $D E \mid B H$ | $\{C, E, F, H\}$ | $C E \mid F H$ |
| $\{A, B, E, H\}$ | $A B \mid E H$ | $\{A, D, G, H\}$ | $A D \mid G H$ | $\{B, D, F, H\}$ | $B D \mid F H$ | $\{C, E, G, H\}$ | $C E \mid G H$ |
| $\{A, B, F, H\}$ | $A B \mid F H$ | $\{A, E, F, H\}$ | $A E \mid F H$ | $\{B, D, G, H\}$ | $B D \mid G H$ | $\{C, F, G, H\}$ | $F G \mid C H$ |
| $\{A, B, G, H\}$ | $A B \mid G H$ | $\{A, E, G, H\}$ | $A E \mid G H$ | $\{B, E, F, H\}$ | $B E \mid F H$ | $\{D, E, F, H\}$ | $D E \mid F H$ |
| $\{A, C, D, H\}$ | $A C \mid D H$ | $\{A, F, G, H\}$ | $F G \mid A H$ | $\{B, E, G, H\}$ | $B E \mid G H$ | $\{D, E, G, H\}$ | $D E \mid G H$ |
| $\{A, C, E, H\}$ | $A C \mid E H$ | $\{B, C, D, H\}$ | $B C \mid D H$ | $\{B, F, G, H\}$ | $F G \mid B H$ | $\{D, F, G, H\}$ | $F G \mid D H$ |
| $\{A, C, F, H\}$ | $A C \mid F H$ | $\{B, C, E, H\}$ | $B C \mid E H$ | $\{C, D, E, H\}$ | $D E \mid C H$ | $\{E, F, G, H\}$ | $F G \mid E H$ |
| $\{A, C, G, H\}$ | $A C \mid G H$ | $\{B, C, F, H\}$ | $B C \mid F H$ | $\{C, D, F, H\}$ | $C D \mid F H$ |  |  |



| edge $e$ | $C L P\left(C^{e}(e)\right)$ | $S M S\left(C^{e}(e)\right)$ | $\boldsymbol{\Phi}(e)$ | cluster $C^{e}(e)$ |
| :--- | :---: | :---: | :---: | :--- |
| $e_{(1, A)}$ | 12 | 0 | 12 | $\{A\}$ |
| $e_{(1, B)}$ | 13 | 0 | 12 | $\{B\}$ |
| $e_{(\text {root }, C)}$ | 13 | 0 | 13 | $\{C\}$ |
| $e_{(3, D)}$ | 10 | 0 | 10 | $\{D\}$ |
| $e_{(3, E)}$ | 11 | 0 | 11 | $\{E\}$ |
| $e_{(4, F)}$ | 6 | 0 | 6 | $\{F\}$ |
| $e_{(4, G)}$ | 5 | 0 | 5 | $\{G\}$ |
| $e_{(2,1)}$ | 25 | 8 | 17 | $\{A, B\}$ |
| $e_{(\text {root }, 2)}$ | 57 | 44 | 12 | $\{A, B, D, E, F, G\}$ |
| $e_{(5,3)}$ | 21 | 10 | 11 | $\{D, E\}$ |
| $e_{(5,4)}$ | 11 | 10 | 1 | $\{F, G\}$ |
| $e_{(2,5)}$ | 32 | 20 | 12 | $\{D, E, F, G\}$ |
| root | 70 | 70 | 0 | $\{A, B, C, D, E, F, G\}$ |

Figure 4.2.: Edge penalties and penalty sums $S M S$ and $C L P$ computed recursively on the tree $T_{7}$ with $\boldsymbol{N}$ and $\boldsymbol{E}$ (Eq. 4.7) derived from the quartet topologies in Tab. 4.1.

### 4.4.2.1. Example

One insertion step of the recursive Puzzling Step algorithm will be exemplarily performed on the tree $T_{7}$ in Fig. 4.2 using the quartet topologies from Tab. 4.1.

According to Eqs. 4.4 and 4.6 the penalty neighborhood matrix $\boldsymbol{N}$ and its row sums, i.e., the external node penalty vector $\boldsymbol{E}$ are computed.

$$
\boldsymbol{N}=\left(\begin{array}{ccccccc}
\mathrm{A} & \mathrm{~B} & \mathrm{C} & \mathrm{D} & \mathrm{E} & \mathrm{~F} & \mathrm{G}  \tag{4.7}\\
- & 4 & 5 & 1 & 2 & 0 & 0 \\
4 & - & 4 & 2 & 2 & 1 & 0 \\
5 & 4 & - & 2 & 2 & 0 & 0 \\
1 & 2 & 2 & - & 5 & 0 & 0 \\
2 & 2 & 2 & 5 & - & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & - & 5 \\
0 & 0 & 0 & 0 & 0 & 5 & -
\end{array}\right) \begin{gathered}
\mathrm{A} \\
\mathrm{~B} \\
\mathrm{C} \\
\mathrm{D} \\
\mathrm{E} \\
\mathrm{~F} \\
\mathrm{G}
\end{gathered} \quad \boldsymbol{E}=\left(\begin{array}{c}
12 \\
13 \\
13 \\
10 \\
11 \\
6 \\
5
\end{array}\right) \begin{gathered}
\mathrm{A} \\
\mathrm{~B} \\
\mathrm{C} \\
\mathrm{D} \\
\mathrm{E} \\
\mathrm{~F} \\
\mathrm{G}
\end{gathered}
$$

Using $E_{a}$, which contains all penalties induced by penalty paths of leaf $a$, the penalty of the external edge $e_{(\bullet, a)}$ of leaf $a$ can be set

$$
\begin{equation*}
\boldsymbol{\Phi}\left(e_{(\bullet, a)}\right)=E_{a} \tag{4.8}
\end{equation*}
$$

Climbing to an inner edge $e_{(\bullet, v)}$ that descends to an inner node $v$, the edge penalty $\boldsymbol{\Phi}\left(e_{(\bullet, v)}\right)$ can be computed as follows. All penalty paths originating at any leaf of the edge's cluster $C^{e}\left(e_{(\bullet, v)}\right)$ are added. The sum is called cluster leaf penalty CLP.

$$
\begin{equation*}
C L P\left(C^{e}\left(e_{(\bullet, v)}\right)\right)=\sum_{a \in C^{e}\left(e_{(\bullet, v)}\right)} E_{a} \tag{4.9}
\end{equation*}
$$

Note, that all penalty paths that start and end within the cluster are counted twice. To obtain the true edge penalty we have to subtract all penalty paths remaining inside the cluster twice. This number is given by the submatrix sum of $\boldsymbol{N}$

$$
\begin{equation*}
S M S\left(C^{e}\left(e_{(\bullet, v)}\right)\right)=\sum_{\left.k_{1} \in C^{e}\left(e_{\bullet}, v\right)\right)} \sum_{\left.k_{2} \in C^{e}\left(e_{\bullet}, v\right)\right)} N_{k_{1}, k_{2}} . \tag{4.10}
\end{equation*}
$$

Consider edge $e_{(2,5)}$ from Fig. 4.2. The edge's cluster consists of the union of the descending edges' clusters, i.e., $C^{e}\left(e_{(2,5)}\right)=C^{e}\left(e_{(5,3)}\right) \cup C^{e}\left(e_{(5,4)}\right)$ (cf. table in Fig. 4.2). Hence, $\operatorname{CLP}\left(C^{e}\left(e_{(2,5)}\right)\right)$ is efficiently computed by adding the $C L P \mathrm{~s}$ of the descending branches, avoiding double calculations. Also $\operatorname{SMS}\left(C^{e}\left(e_{(2,5)}\right)\right)$ is computed more efficiently than summing up the whole submatrix of $\boldsymbol{N}$ colored grey in Eq. 4.7. The light grey parts have already been computed for the descendant edges. Thus, only one of the dark grey submatrices has to be summed up, because of $\boldsymbol{N}$ being symmetric:

$$
\begin{align*}
\operatorname{SMS}\left(C^{e}\left(e_{(2,5)}\right)\right) & =\operatorname{SMS}\left(C^{e}\left(e_{(5,3)}\right)\right)+\operatorname{SMS}\left(C^{e}\left(e_{(5,4)}\right)\right) \\
& +2 \cdot \sum_{a \in C^{e}\left(e_{(5,3)}\right)} \sum_{b \in C^{e}\left(e_{(5,4)}\right)} N_{a, b} \tag{4.11}
\end{align*}
$$

Finally, by subtracting $S M S$ from $C L P$ the edge penalty

$$
\begin{equation*}
\boldsymbol{\Phi}\left(e_{(2,5)}\right)=\operatorname{CLP}\left(C^{e}\left(e_{(2,5)}\right)\right)-\operatorname{SMS}\left(C^{e}\left(e_{(2,5)}\right)\right) . \tag{4.12}
\end{equation*}
$$

of edge $e_{(2,5)}$ is computed.

## Listing 4.3: Recursive Puzzling Step

Data : Set of taxa $\mathcal{S}=\left\{s_{1}, s_{2}, \ldots s_{n}\right\} ;$
Set of preferred quartet topologies for all quartets in $\mathcal{S}$
Result : One binary tree $T_{n}$ containing all $n$ taxa in $\mathcal{S}$

## begin

Set the sequences in $\mathcal{S}$ into a random order $s_{1}, s_{2}, \ldots s_{n}$;
Set tree $T_{4}$ one preferred topology of $\left\{s_{1}, s_{2}, s_{3}, s_{4}\right\}$;
Root $T_{i-1}$ arbitrarily at the external edge of $s_{1}$, then called $e_{\text {root }}$;
Initialize cluster vectors in $T_{4}$;
for $i=4$ to $(n-1)$ do
Clear $(i \times i)$ penalty neighborhood matrix $\boldsymbol{N}$;
Clear external node penalty i-vector $\boldsymbol{E}$;
$X=s_{i+1}$;
foreach quartet $q_{X} \in \mathcal{Q}_{\left(X, T_{i}\right)}$ do
Let $a=s_{x}$ and $b=s_{y}(x<y)$ be the penalty neighbors in the preferred topology of $q_{X}$;
Increment $N_{a, b}$;
foreach $x<y \leq i$ do
$N_{s_{x}, s_{y}}=N_{s_{y}, s_{x}} ;$
Increment $E_{s_{y}}$ by $N_{s_{y}, s_{x}}$;
Increment $E_{s_{x}}$ by $N_{s_{y}, s_{x}}$;
$\boldsymbol{\Phi}\left(e_{\text {root }}\right)=\operatorname{SubTREEPENALTY}\left(e_{\text {root }}, T, \boldsymbol{N}, \boldsymbol{E}\right) ;$
if $\Phi\left(e_{\text {root }}\right) \neq E_{s_{1}}$ then error
Find the set of edges $\mathcal{E}_{\text {min }}\left(T_{i}\right)$ with minimal penalty;
Insert $X$ into one edge $e \in \mathcal{E}_{\text {min }}\left(T_{i}\right)$ with minimal penalty;
Call the new tree $T_{i+1}$;
Update cluster vectors in $T_{i+1}$;
return $T_{n}$;
end

### 4.4.2.2. Complexity

Runtime Complexity The recursive algorithm again uses a neighborhood matrix $\boldsymbol{N}$ which is built and symmetrized the same way as before in $\Theta\left(i^{3}\right)$ (loop 4.3b). Symmetrizing $\boldsymbol{N}$ and computing the row sums $\boldsymbol{E}$ (loop 4.3c) has complexity $\Theta\left(i^{2}\right)$. External edge penalties $\boldsymbol{\Phi}\left(e_{(\cdot, a)}\right)=E_{a}$ are assigned in constant time for each of the $i$ external edges (condition 4.4a).
Ascending to an internal edge $\varepsilon$ the penalty $\boldsymbol{\Phi}(\varepsilon)$ is computed by adding the sums of the penalty paths CLP of the clusters $C^{e}\left(e_{(\bullet, l)}\right)$ and $C^{e}\left(e_{(\bullet, r)}\right)$ of the descending edges $e_{(\bullet, l)}$ and $e_{(\bullet, r)}$ (step 4.4e) in $O(1)$. From this sum the penalties (steps 4.4b to 4.4d) induced by paths among the members of the cluster $C^{e}(\varepsilon)$ of edge $\varepsilon$ has to be subtracted (step

Listing 4.4: $\operatorname{SubtreePenalty}\left(e_{(v, w)}, T, \boldsymbol{N}, \boldsymbol{E}\right)$
Data : Current edge $e_{(v, w)}$ leading away from root, ending at node $w$;
Binary tree topology $T$;
Penalty Neighborhood Matrix $\boldsymbol{N}$; External Node Penalty Vector $\boldsymbol{E}$
Result : Edge penalty $\boldsymbol{\Phi}\left(e_{(v, w)}\right)$ of edge $e_{(v, w)}$;
Cluster $C^{n}(w)$;
Sum of paths $C L P\left(C^{n}(w)\right)$ starting at leaves in cluster $C^{n}(w)$; Sum of paths $S M S\left(C^{n}(w)\right)$ within cluster $C^{n}(w)$

## begin

```
4.4a \(\quad\) if \(w=\) external node then
    \(\boldsymbol{\Phi}\left(e_{(v, w)}\right)=E_{w} ;\)
        \(C L P(\{w\})=E_{w} ;\)
        \(\operatorname{SMS}(\{w\})=0\);
        return \(\boldsymbol{\Phi}\left(e_{(v, w)}\right), C^{n}(w), C L P\left(C^{n}(w)\right), S M S\left(C^{n}(w)\right)\);
    else
        \(l=\) left descendant of \(w\);
        \(\left(\boldsymbol{\Phi}\left(e_{(w, l)}\right), C L P\left(C^{n}(l)\right), S M S\left(C^{n}(l)\right)\right)=\operatorname{SubTreePenalty}\left(e_{(w, l)}, T, \boldsymbol{N}, \boldsymbol{E}\right) ;\)
        \(r=\) right descendant of \(w\);
        \(\left(\boldsymbol{\Phi}\left(e_{(w, r)}\right), \operatorname{CLP}\left(C^{n}(r)\right), S M S\left(C^{n}(r)\right)\right)=\operatorname{SubtreePenalty}\left(e_{(w, r)}, T, \boldsymbol{N}\right.\),
        \(\boldsymbol{E})\);
        \(\operatorname{SMS}\left(C^{n}(w)\right)=0\);
        foreach \(a \in C^{n}(r)\) do
            foreach \(b \in C^{n}(l)\) do
                    Increase \(S M S\left(C^{n}(w)\right)\) by \(N_{a, b}\);
        \(S M S\left(C^{n}(w)\right)=2 \cdot \operatorname{SMS}\left(C^{n}(w)\right)+S M S\left(C^{n}(l)\right)+S M S\left(C^{n}(r)\right) ;\)
        \(C L P\left(C^{n}(w)\right)=C L P\left(C^{n}(l)\right)+C L P\left(C^{n}(r)\right) ;\)
        \(\boldsymbol{\Phi}\left(e_{(v, w)}\right)=\operatorname{CLP}\left(C^{n}(w)\right)-\operatorname{SMS}\left(C^{n}(w)\right)\);
        return \(\boldsymbol{\Phi}\left(e_{(v, w)}\right), C L P\left(C^{n}(w)\right), S M S\left(C^{n}(w)\right)\);
    end
```

4.4f), an operation with complexity $O\left(i^{2}\right)$ executed once per edge. Although this step still has complexity $O\left(i^{2}\right)$ it reduces the runtime as described above. Finding the set of minimal penalty edges $\mathcal{E}_{\text {min }}\left(T_{i}\right)$ (step 4.2g) costs again $O(i)$, but can be collected immediately while computing $\boldsymbol{\Phi}(e)$.

After inserting the next leaf, the newly inserted inner edge has to get an initial cluster by copying it from the insertion edge in $O(i)$ (step 4.3f). In addition, the inserted leaf has to be added to the clusters of the edges on the path from the insertion edge to the root in $O(i)(\operatorname{step} 4.3 f)$.

The most expensive parts in the insertion loop 4.3a have complexity $O\left(i^{3}\right)$ per insertion, namely, the construction of $\boldsymbol{N}$ as well as computing the submatrix sums $S M S$ recursively for all edges (SubtreePenalty, Listing 4.4, called in line 4.3d). Since we add all taxa one after the other, the overall complexity of the recursive algorithm is $O\left(n^{4}\right)$.

Memory complexity In comparison to the original algorithm, the recursive algorithm requires additional memory for the penalty neighborhood $(n \times n)$-matrix $\boldsymbol{N}$, the external node penalty n-vector $\boldsymbol{E}$, and a vector of $n$ entries per edge to store the cluster of the edge. Hence, the recursive algorithm has memory complexity of $\Theta\left(n^{2}\right)$ as well.

### 4.4.3. Berry's MRCA-Based Puzzling Step Algorithm

Another $O\left(n^{4}\right)$ algorithm has been proposed by Vincent Berry (Strimmer, personal communication). Berry's algorithm calculates the edge penalties using the MRCA relations of the penalty neighbors and, hence, is referred to as MRCA-based puzzling step algorithm. In this algorithm, all penalty paths between two leaves $a$ and $b$ are collected in an $n$-vector at their MRCA. The entries of the vectors are then propagated down to the respective leaves in a pre-order traversal of the rooted tree (calling the recursive function Listing 4.6 in step 4.5f).

The Algorithm As in the recursive algorithm the tree $T_{i}$ is rooted arbitrarily at the external branch leading to $s_{1}$. Again, the placement of the root does not change the result, but it is needed to introduce directions to define the MRCAs. In the beginning, the first tree and the MRCA matrix is set up in constant time. To add a sequence $X$ to a previously built tree $T_{i}$, all $\binom{i}{3}$ relevant quartets containing $X$ and three leaves already in $T_{i}$ are examined (loop 4.5 c ). Let $a$ and $b$ be the penalty neighbors of such a quartet, then the entries of the penalty propagation vector $\boldsymbol{V}$ at the inner node $\operatorname{MRCA}(a, b)$ for the nodes $a$ and $b$ are incremented (loop 4.5c). Afterwards, the entries of the penalty propagation vectors an inner node are propagated down to the corresponding leaves in a pre-order traversal (called in step 4.5f). All entries of the propagation vector $\boldsymbol{V}$ are added to the entries at the descendant node's vector $\boldsymbol{V}$, if the corresponding leaf belongs to the cluster of this descendant node (steps 4.5d, 4.6a, and 4.6c). The penalty $\boldsymbol{\Phi}(e)$ of an edge $e$ is computed by summing up all entries of $\boldsymbol{V}$ attached to the parental node of $e$ which correspond to a leaf in the cluster $C^{e}(e)$ of $e$ (steps $4.5 \mathrm{e}, 4.6 \mathrm{~b}$, and 4.6 d ). The taxon $X$ is added at an edge with minimum penalty. (step 4.5g).

Runtime Complexity To initially fill the penalty propagation vectors requires evaluating all relevant quartets and, thus, has complexity $O\left(i^{3}\right)$ (loop 4.5c). Propagating penalties from one node to the other (steps 4.5d, 4.6a, and 4.6c) has complexity $O(i)$ as has the computation of the penalty of an edge (steps 4.5e, 4.6b, and 4.6d), due to the number of possible leaves in a cluster. Since the propagation is performed recursively on

Listing 4.5: MRCA-based Puzzling Step
Data : Set of taxa $\mathcal{S}=\left\{s_{1}, s_{2}, \ldots s_{n}\right\} ;$
Set of preferred quartet topologies for all quartets in $\mathcal{S}$
Result : One binary tree $T_{n}$ containing all $n$ taxa in $\mathcal{S}$ begin

Set the sequences in $\mathcal{S}$ into a random order $s_{1}, s_{2}, \ldots s_{n}$;
Set tree $T_{4}$ one preferred topology of $\left\{s_{1}, s_{2}, s_{3}, s_{4}\right\}$;
Root $T_{4}$ arbitrarily in the external edge to $s_{1}$;
Initialize MRCA $(n \times n)$-matrix $M$ for the rooted $T_{4}$;
for $i=4$ to $(n-1)$ do
Clear MRCA penalty $(i-3 \times i-3)$-matrix $\boldsymbol{V}$; $X=s_{i+1}$; foreach quartet $q_{X} \in \mathcal{Q}_{\left(X, T_{i}\right)}$ do

Let $s_{x}$ and $s_{y}(x<y)$ be the penalty neighbors in the preferred topology of $q_{X}$;
Increment $V_{s_{x}, \operatorname{MRCA}\left(s_{x}, s_{y}\right)}$;
Increment $V_{s_{y}, \operatorname{MRCA}\left(s_{x}, s_{y}\right)}$;
$l=\operatorname{succ}($ root $) \backslash s_{1} ;$
foreach $d \in C^{n}(l)$ do
Increase $V_{d, l}$ by $V_{d, \text { root }}$;
Increase $\boldsymbol{\Phi}\left(e_{(\bullet, l)}\right)$ by $V_{d, l}$;
$\boldsymbol{\Phi}=\operatorname{PropagatePenalties}\left(e_{(\bullet, l)}, \boldsymbol{V}, \boldsymbol{\Phi}\right) ;$
Find the set of edges $\mathcal{E}_{\text {min }}\left(T_{i}\right)$ with minimal penalty;
Add $X$ to one edge $e \in \mathcal{E}_{\text {min }}\left(T_{i}\right)$ with minimal penalty;
Call the new tree $T_{i+1}$;
Update MRCA matrix for $X$ with all leaves in $\mathcal{L}\left(T_{i}\right)$;
Update cluster vectors in $T_{i+1}$;
return $T_{n}$;
end
all edges, the whole calculation of the $2 i-3$ edge penalties has complexity $O\left(i^{2}\right)$. The set of minimal edges (loop 4.5 g ) is collected during the traversal in $O(1)$ at each edge.

After inserting $X$ into $T_{i}, X$ has to be added to the clusters of the nodes (step 4.5i) between the newly inserted inner node and the root (complexity $O(i)$ ). Also, $X$ has to be added to the MRCA matrix (step 4.5h). The update follows the nodes between the newly inserted taxon and the root, where the current node is the MRCA of $X$ and any leaf in the cluster of the current edge which was not in the cluster of the previous inner node. Since the clusters are known for the right and left descendant of any inner node and only $i$ entries have to be added, the update has complexity $O(i)$. The largest complexity during one insertion step is $O\left(i^{3}\right)$ examining all relevant quartets (loop 4.5c),

```
Listing 4.6: PropagatePenalties \(\left(e_{(\bullet, w)}, \boldsymbol{V}, \boldsymbol{\Phi}\right)\)
    Data : Current edge \(e_{(\bullet, w)}\) leading away from root, ending at node \(w\);
                Tree topology \(T\);
                MRCA penalty matrix \(V\)
    Result : Edge penalty \(\boldsymbol{\Phi}\left(e_{(\bullet, w)}\right)\) of edge \(e_{(\bullet, w)}\)
    begin
        \(l=\) left descendant of \(w\);
        foreach \(a \in C^{n}(l)\) do
            Increase \(V_{a, l}\) by \(V_{a, w}\);
            Increase \(\boldsymbol{\Phi}\left(e_{(w, l)}\right)\) by \(V_{a, l}\);
        \(r=\) right descendant of \(w\);
        foreach \(b \in C^{n}(r)\) do
            Increase \(V_{b, r}\) by \(V_{b, w}\);
            Increase \(\boldsymbol{\Phi}\left(e_{(w, r)}\right)\) by \(V_{b, r}\);
        if \(r\) internal node then PropagatePenalties \(\left(e_{(w, l)}, \boldsymbol{V}, \boldsymbol{\Phi}\right)\);
        if \(l\) internal node then PropagatePenalties \(\left(e_{(w, r)}, \boldsymbol{V}, \boldsymbol{\Phi}\right)\);
    end
```

which makes the overall runtime (for loop 4.5a) complexity $O\left(n^{4}\right)$.

Memory complexity The data structures maintained by the algorithm are the MRCA matrix with $\Theta\left(n^{2}\right)$ and the propagation vectors $\boldsymbol{V}$ at all inner nodes with $\Theta\left(n^{2}\right)$. Hence, the memory complexity of this algorithm is again $\Theta\left(n^{2}\right)$ as in all other puzzling step algorithms proposed in this chapter.

### 4.5. Runtime Analysis

All improved algorithms presented here have the same reduced runtime complexity of $O\left(n^{4}\right)$ while keeping the memory complexity at $\Theta\left(n^{2}\right)$. To measure the performance improvement of the different algorithms, benchmark tests have been performed for the original as well as the improved algorithms.

### 4.5.1. Datasets

To test the runtime performance of the implementation of the four different puzzling step algorithms, we used a variety of datasets with different numbers of taxa.

Datasets of different sizes were used: two biological amino acid datasets of elongation factors, the first consisting of size 24 (EF-24 Schmidt and von Haeseler, 2003) with 915

Table 4.2.: Results of the runtime analysis of the four different puzzling step algorithms: the original algorithm, the MRCA-based, split-based, and recursive modifications. The best runtime is marked bold-face.

| dataset | seqs. | length | original | MRCA-based |  | split-based |  | recursive |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  |  |  | $t_{\text {orig }}$ | $t_{\text {MRCA }}$ | $\frac{t_{\text {MRCA }}}{t_{\text {orig }}}$ | $t_{\text {split }}$ | $\frac{t_{\text {split }}}{t_{\text {orig }}}$ | $t_{\text {recur }}$ | $\frac{t_{\text {recur }}}{t_{\text {orig }}}$ |
| EF-24 | 24 | 915 aa | 32 s | 20 s | 0.63 | 20 s | 0.63 | $\mathbf{1 9 s}$ | 0.59 |
| EF-50 | 50 | 1117 aa | 1159 s | 610 s | 0.53 | 589 s | 0.51 | $\mathbf{5 5 7 \mathrm { s }}$ | 0.48 |
| GST-50 | 50 | 1065 aa | 1191 s | 582 s | 0.49 | 567 s | 0.48 | $\mathbf{5 3 7 \mathrm { s }}$ | 0.45 |
| Sim-32-500 | 32 | 500 nt | 154 s | 91 s | 0.59 | 89 s | 0.58 | $\mathbf{8 4 s}$ | 0.55 |
| Sim-32-1000 | 32 | 1000 nt | 154 s | 91 s | 0.59 | 89 s | 0.58 | $\mathbf{8 3 s}$ | 0.54 |
| Sim-48-500 | 48 | 500 nt | 894 s | 477 s | 0.53 | 460 s | 0.51 | $\mathbf{4 3 8 s}$ | 0.49 |
| Sim-48-1000 | 48 | 1000 nt | 887 s | 472 s | 0.53 | 455 s | 0.51 | $\mathbf{4 3 2 s}$ | 0.49 |
| Sim-64-500 | 64 | 500 nt | 3146 s | 1614 s | 0.51 | 1541 s | 0.49 | $\mathbf{1 4 7 5 s}$ | 0.47 |
| Sim-64-1000 | 64 | 1000 nt | 3100 s | 1548 s | 0.50 | 1480 s | 0.48 | $\mathbf{1 4 1 5 s}$ | 0.46 |

aligned columns and the other comprising 1117 aligned sites from 50 sequences (EF50). As a third biological dataset cluster 63525 from the SYSTERS database (Version 3; Krause et al., 2002, http://systers.molgen.mpg.de/) was used, consisting of 50 glutathione S-transferase proteins with 1065 aligned columns (GST-50).

Additionally, simulated datasets with different numbers of taxa $(32,48,64)$ as well as different sequence lengths ( $500 \mathrm{nt}, 1000 \mathrm{nt}$ ) were used (for more details on the simulated datasets refer to 5.3).

### 4.5.2. Benchmark Setup

To get even conditions, the initial random number seeds in any run were fixed, such that the runs only differed in the construction of the intermediate trees by the algorithms, but not in the choices made concerning quartet topologies or insertion edges. In each benchmark run 10,000 intermediate trees were computed. The benchmarks were performed several times and the runtimes were averaged and rounded to the next full second.

The benchmarks were computed on a LINUX workstation with an AMD Athlon XP $2100+$ CPU and 512 MB memory.

Since storing the splits is done at the end of each single puzzling step, a portion of the runtime is unaffected by the puzzling step algorithms. It was not possible to determine the exact split maintenance times, since - especially for small tree sizes - these are near or even below the resolution of the hardware clocks used for the measurements.

### 4.5.3. Results

The results of the benchmark tests (Tab. 4.2) show a clear reduction of the runtime by the three $O\left(n^{4}\right)$ algorithms of about $50 \%$ compared to the runtime of the original $O\left(n^{5}\right)$ algorithm. The best reduction was achieved by the recursive algorithm with $59-45 \%$ of the original algorithm's runtime. It is followed by the split-based algorithm with 63$48 \%$ runtime and then by Berry's MRCA-based algorithm with $63-49 \%$. Although, the percentages are sometimes close to each other, the algorithms end up clearly ordered by their runtimes, namely the MRCA-based algorithm, the split-based algorithm, and the recursive algorithm, ordered by decreasing runtime for all benchmark datasets.

### 4.6. Discussion

The results in Tab. 4.2 convincingly demonstrate the positive effect of using more efficient algorithms. As described in 4.5.3 all $O\left(n^{4}\right)$-algorithms show reduced runtimes of about $50 \%$ compared to the original algorithm for all benchmark datasets. Furthermore, the three improved algorithms show a clear order of their runtimes. Although the implementation of the MRCA-based algorithm substantially reduced the runtime it was outperformed by the split-based as well as the recursive puzzling step algorithm. As expected, the split-based algorithm show longer runtime compared to the recursive implementation, which is due to the computational overhead calculating the edge penalties from the penalty neighborhood matrix $\boldsymbol{N}$ (cf. 4.4.2).

In particular, if we consider the operations add, assign, multiply, and subtract, computing the calculation of $\operatorname{SMS}\left(C^{e}\left(e_{(2,5)}\right)\right)$ (Eq. 4.11) in the example on page 32 needs four fix operations and four variable operations within the sums (variable means that the number depends on the cluster sizes). The calculation of $C L P\left(C^{e}\left(e_{(2,5)}\right)\right)$ needs two fix operations. Two more operations are needed to compute $\boldsymbol{\Phi}\left(e_{(2,5)}\right)$ (Eq. 4.12). In the end eight fix operations and four variable ones are needed, compared to twelve variable operations in the split-based algorithm. Note, that variable operations take longer time due to the counters and comparisons within the addition loops. Hence, although the numbers of operations counted are equal in this case a speedup can be gained. Additionally, a lot of dereferencing is avoided. The difference increases dramatically in larger trees. For instance, the penalty of an edge joining two clusters of size 5 and 6 in a tree with 30 leaves, needs 30 variable and again 8 fix operations, compared to $19 \cdot 11=209$ variable operations in the split-based algorithm.

Furthermore, the results from the simulations also show that the sequence lengths have only marginal effect on the runtimes measured. This is obvious, since the puzzling step is based on the ML quartet topologies. The fluctuation between the 500 nt and 1000 nt datasets are mainly to be attributed to a lower degree of information in the shorter sequences. Subsequently, more different intermediate trees are reconstructed from the less resolved quartets. This increases the number of occurring splits which leads to a slightly higher overhead maintaining the increased number of splits.

The results also show that the percentage of the remaining runtime decreases for growing numbers of taxa, which is due to the difference of one order of magnitude between the still polynomial complexities. The improved runtime complexity decreases the runtime of all datasets analyzed, and thus, enables the analysis of large datasets in less time.

## 5. Parallelized Quartet Puzzling

### 5.1. Introduction

The often exponential complexities of the applications lead to the use of heuristics. However, even heuristics sometimes do not succeed in reducing the runtime sufficiently to enable the analysis of large datasets within reasonable time. Therefore, parallel computing techniques emerged as valuable tools to reduce the runtime of applications.

Parallel computing has first been introduced to pairwise alignment algorithms for sequence comparison (Edmiston and Wagner, 1987; Lander et al., 1988; Huang, 1989). Since the early 1990s, it has been applied to phylogenetic analysis (Hagstrom et al., 1992; Olsen et al., 1994, fastDNAml) by parallelizing the DNAML program (Felsenstein, 1981). Until today parallel processing has entered most areas of modern sequences analysis like database searching (Jülich, 1995; Pedretti et al., 1999), RNA structure prediction (Nakaya et al., 1995; Shapiro et al., 2001), multiple sequence alignment (Kleinjung et al., 2002), and recently also contig assembly (Ness et al., 2002), and gene selection for tissue classification (Liu et al., 2001).

Quite a variety of parallel platforms and techniques exist. Among the first parallel computers were vector computers which contain an array of processing elements (PEs) that are able to simultaneously execute the same instruction (SIMD computers - single instruction multiple data). More abundant nowadays are MIMD computers (multiple instructions multiple data) that are able to compute different tasks simultaneously on the different PEs/CPUs. The main types of MIMD platforms are multi-processor sharedmemory computers, also known as SMP (scalable multi-processor), distributed memory computers, and clusters of workstations (COWs). While all CPUs of a shared-memory computer have access to a global (shared) memory, CPUs in distributed memory computers all have their own 'private' memory and communicate via a fast interconnection device. A $C O W$ comprises a number of workstations via a local network (e.g., Ethernet). Employing workstations with multiple processors, characteristics of both SMP and distributed memory platforms are combined.

Two main parallel programming paradigms exist, namely, shared memory and message passing. Shared-memory programming makes use of the shared memory either by accessing the same copy of data and variable with all processes or by running several subprocesses (threads) on the same program code in memory or both. In message passing, the processes communicate via explicit messages over the interconnection facilities. While the former is clearly restricted to shared memory architectures, the latter can be
implemented on all platforms mentioned. Thus, message passing gains high flexibility and portability. For more details see the review by Trelles (2001) on the use of parallel computing in bioinformatics and parallel platforms.

Although a number of parallelized phylogenetic programs have been published to date, mainly the DNAML program (Felsenstein, 1981) for the ML based analysis of DNA data was subject to parallelization attempts (Olsen et al., 1994; Schmidt, 1996; Trelles et al., 1998; Stewart et al., 2001; Stamatakis et al., 2002).

This chapter presents the efficient parallelization of the Quartet Puzzling algorithm implemented in TREE-PUZZLE (cf. chapter 3) employing Message Passing Interface (MPI, Snir et al., 1998; Gropp et al., 1998), a highly portable de facto standard in parallel programming. In the next section, the default parameter estimation of TREEPUZZLE will be explained. The runtime profile of the sequential program will be analyzed, and the resulting parallelization scheme will be presented. The scalability of the parallel program will be tested, and the results will be discussed with respect to other parallelized ML-based tree reconstruction methods. Finally, a short outlook on further enhancements will be given.

### 5.2. Parameter Estimation for Evolutionary Models

As explained in 2.2.3, ML tree reconstruction methods require a model of the evolutionary process. The parameters that specify these substitution models need to be estimated from the data sets.

To account for the fact that positions in an alignment may evolve with different rates, each site may also get its own rate specific factor (cf. 2.1.4). Typically one assumes that rates are distributed according to a $\Gamma$-distribution (Gu et al., 1995; Yang and Kumar, 1994), where one parameter $\alpha$ describes the amount of rate heterogeneity. Also, the shape parameter $\alpha$ must be estimated from the data.

The collection of parameters can either be specified by the user or can be estimated directly from a multiple sequence alignment. The parameter estimation is one of the challenging problems in maximum likelihood tree reconstruction. As for phylogenetic analysis in general, it is assumed that incorporating more data increases the accuracy of the estimates. In TREE-PUZZLE the following heuristic estimation algorithm is implemented (Strimmer, 1997).

### 5.2.1. Algorithm: Estimating Model Parameters

A single step of the heuristic estimation algorithm is described in Listing 5.1. With an initial or already optimized parameter set $M$ a distance matrix $\boldsymbol{D}$ and from $\boldsymbol{D}$ a neighbor-joining tree $T_{n j}$ (Saitou and Nei, 1987) with branch lengths is inferred. With $T_{n j}$ a new estimate of $M$ is computed. The ML estimation is performed as explained in

Listing 5.1: Estimating Model Parameters in TREE-PUZZLE
Data $\quad: \mathcal{S}=$ a set of $n$ aligned sequences
Result : Model parameters $M$
begin
Assign biologically reasonable initial values to $M$;
repeat
Estimate the ML distance matrix $\boldsymbol{D}$ for all $\frac{n(n-1)}{2}$ sequence pairs as described by Adachi and Hasegawa (1996b);
Construct a neighbor-joining tree $T_{n j}$ from $\boldsymbol{D}$ (Saitou and Nei, 1987);
5.1c $\quad$ Fit the distances in $\boldsymbol{D}$ to $T_{n j}$ by optimizing its branch lengths with the least squares method;
On the tree with fixed branch lengths compute the maximum likelihood estimate of parameters $M$;
until estimate of $M$ does not change any more;
return $M$;
end
2.2.3, but assuming the tree $T_{n j}$ fixed and optimizing the parameters of $M$ to maximize the likelihood. This procedure is repeated until the estimate of $M$ does not change any more.

The single estimation step as described in Listing 5.1 is repeated alternately for the parameters of the evolutionary model and rate heterogeneity parameters until the parameters set $M$ converges or a maximal number of repetitions has been performed.

### 5.3. Datasets

For the analytic tree reconstructions as well as the benchmark tests we use simulated datasets as well as a biological one.

We generated balanced phylogenetic trees with 32, 48, and 64 taxa. For these trees alignments of length 500 and 1000 nucleotides (nt) where generated using Seq-Gen (version 1.2.6 Rambaut and Grassly, 1997) and assuming the HKY model (Hasegawa et al., 1985) and $\Gamma$-distributed rates with $\alpha=1.0$ introducing intermediate heterogeneity among sites (Gu et al., 1995). To make the results of the datasets comparable, the tree lengths from root to the leaves were set to be 0.2 substitutions per site.

One might argue that using balanced trees influences the runtime behavior of the algorithm. Certainly, the runtimes of the parts differ relative to each other, but using other tree topologies shows similar behavior. Hence, balanced trees are chosen because of their simple scalability.

Table 5.1.: Runtime profile in percent of total runtime for ML parameter estimation.

| Taxa <br> $n$ | length | distance matrix <br> mldistance | least square fit <br> lslength |
| :---: | ---: | ---: | ---: |
| 32 | 500 nt | $90.4 \%$ | $2.6 \%$ |
| 32 | 1000 nt | $90.7 \%$ | $1.4 \%$ |
| 48 | 500 nt | $88.7 \%$ | $6.6 \%$ |
| 48 | 1000 nt | $90.9 \%$ | $3.5 \%$ |
| 64 | 500 nt | $85.1 \%$ | $11.3 \%$ |
| 64 | 1000 nt | $88.5 \%$ | $7.4 \%$ |
| 50 | 289 aa | $85.1 \%$ | $>0.1 \%$ |

In addition to the simulated data, 50 glutathione transferase sequences of the cluster 63,525 from the SYSTERS database (Version 3; Krause et al., 2002, http://systers. molgen.mpg.de/) were used as a biological dataset. The alignment of the glutathione transferase proteins has a length of 289 amino acids (aa).

### 5.4. Runtime Analysis of the Sequential TREE-PUZZLE

Runtime profiling (Tabs. 5.1 and 5.2) has been performed on a variety of datasets, simulated as well as biological data to measure the time requirement of the different parts in the tree reconstruction. This is done to locate the parts which demand large portions of the overall runtime and, thus, are a prominent target for parallelization. Here the results are presented for those datasets which are used later for the benchmarks (for details, cf. section 5.7.

### 5.4.1. Runtime of the Parameter Estimation

Runtime profiling (Tab. 5.1) shows that the repeated computation of the $\frac{n(n-1)}{2}$ pairwise distances in step (5.1a) accumulates about $85-91 \%$ of the total computation time during parameter estimation. The second largest part with up to $11.3 \%$ calculates the least square branch lengths (step 5.1c) which performs $(2 n-3)(n-1)$ independent computations per call.

### 5.4.2. Runtime of the Quartet Puzzling Algorithm

In the $Q P$ algorithm, the ML step and the puzzling step are by far most time-consuming (Tab. 5.2). Both steps consist of many independent tasks, the computation of trees for $\binom{n}{4}$ quartets and up to 50,000 computations of the intermediate trees. This makes both steps a prominent target for parallelization.

Table 5.2.: Runtime measurements for the different components of TREE-PUZZLE.

| Taxa <br> $n$ | length | parameter <br> estimation | number of <br> quartets | ML step | \# puzzling <br> steps | puzzling <br> step | consensus <br> step |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 32 | 500 nt | $6.87 \%$ | 35,960 | $51.40 \%$ | 10,000 | $41.05 \%$ | $0.68 \%$ |
| 32 | 1000 nt | $8.45 \%$ | 35,960 | $65.14 \%$ | 10,000 | $25.84 \%$ | $0.56 \%$ |
| 48 | 500 nt | $3.05 \%$ | 191,878 | $52.29 \%$ | 10,000 | $44.43 \%$ | $0.21 \%$ |
| 48 | 1000 nt | $3.61 \%$ | 191,878 | $69.44 \%$ | 10,000 | $26.72 \%$ | $0.23 \%$ |
| 64 | 500 nt | $0.96 \%$ | 628,649 | $29.83 \%$ | 25,000 | $68.99 \%$ | $0.21 \%$ |
| 64 | 1000 nt | $1.27 \%$ | 628,649 | $43.15 \%$ | 25,000 | $55.53 \%$ | $0.05 \%$ |
| 50 | 289 aa | $1.32 \%$ | 230,300 | $84.55 \%$ | 10,000 | $13.51 \%$ | $0.62 \%$ |

### 5.5. Parallelizing TREE-PUZZLE

For portability of the code as well as applicability to different parallel platforms including clusters of workstations (COWs), which are most common in molecular biology (Trelles, 2001), we decided to apply the message passing paradigm using the Message Passing Interface standard (MPI, Snir et al., 1998; Gropp et al., 1998). Master/worker setups in combination with dynamic scheduling algorithms are applied to gain flexibility and independence from the underlying parallel platform. The choice of the applied scheduling algorithms is discussed in section 5.6 .

Due to serious differences in granularity ( $=$ the size of the independently computable units in the sequential implementation) between the parameter estimation and the Quartet Puzzling algorithm both parts are optimized separately.

### 5.5.1. Parallelizing the Parameter Estimation

To reduce computation time, we applied a master/worker setup for both steps (Fig. 5.1). The master process constructs the neighbor-joining trees (5.1b) and re-estimates the parameters (5.1d), while the computations of steps (5.1a) and (5.1c) are distributed among the worker processes.

### 5.5.2. Parallelizing Quartet Puzzling

Again a master/worker scheme is used. The master process keeps track of the quartets to be evaluated during the ML step and dispatches batches of tasks to the worker processes (Figure 5.1). To allow efficient transfer of the reconstructed quartet tree, the atomic batch size has to be a multiple of two since the preferred topologies of one quartet is stored in 4 bit.

In the puzzling step the master process tells the workers for how many permutations of taxa an intermediate tree needs to be reconstructed (Figure 5.1). The random permutations are based on SPRNG (http://sprng.cs.fsu.edu/), a parallel random number


Figure 5.1.: Parallelized workflow of the TREE-PUZZLE program. The upper part of the master process controls the initialization and the parameter estimation where the least square branch length fitting (LS len) and ML distance estimation (ML dist) is performed by the worker processes. The lower part presents the parallel Quartet Puzzling algorithm.
generator, to avoid dependencies of the workers' generators. A list of all splits of the intermediate trees together with their absolute frequencies is returned to the master. The number of splits occurring during the puzzling steps depends on the quality of the data. Datasets with little phylogenetic information produce a higher number of different intermediate trees and, hence, a larger number of splits.

### 5.6. Scheduling Algorithms

To ensure an even work load of the worker processes, we applied dynamic scheduling algorithms (El-Rewini et al., 1994). Dynamic scheduling algorithms are important on
heterogeneous COWs to produce a dynamically balanced work load. The effect of different scheduling algorithms on communication overhead and distribution of work load on the $p$ worker processors is investigated on a heterogeneous COW comprising SUN workstations ranging from SPARC 20 to ULTRA 5.

For the parallelization scheme displayed in Figure 5.1 we tested algorithms which neither require knowledge about the network or allocation delays nor estimates of expected runtime. The following algorithms were evaluated. The notation follows Hagerup (1997) where the current status of the scheduler is denoted by $\Xi$ and the return value is the size of the next batch to schedule:

- Self-Scheduling: $S S(\Xi)=1$
- Static Chunking: $S C(\Xi)=\frac{N T}{N P}$
- Guided Self-Scheduling: $\operatorname{GSS}(\Xi)=\frac{N R}{N P}$
- Trapezoid Self-Scheduling: $T S S(\Xi), T S S$ starts with batch size $\frac{N T}{2 N P}$ decreasing linearly to a final value of 1 ,
where $N T$ is the total number of tasks, $N R$ is the number of tasks not yet scheduled, and $p$ denotes the number of worker processes.

To test the performance of the scheduling algorithms, we ran the TREE-PUZZLE program several times with different scheduling algorithms on the heterogeneous SUN COW and analyzed the according GANTT-chart diagrams produced by the program. Since the presentation of the GANTT-charts is not possible we summarize the results.

Although the 'naive' approach, self scheduling (SS), which sends all tasks one-by-one, is able to produce a homogeneous work load, the communication and the subsequent overhead are very high which leads to delays when sending task batches and results.

Static chunking (SC) performs nicely if all processors work at the same speed and if the runtime of the tasks does not vary. In practice this is unrealistic for most parts of TREE-PUZZLE. SC has the advantage of minimizing communication, the batch of a worker can even easily be pre-computed. On heterogeneous COWs, however, the slowest processor becomes a bottleneck for the runtime of the whole set of tasks. Due to the very small computation times per call in the least square branch length inference of step (5.1c), the communication overhead has to be kept as small as possible. Hence, precomputed batch sizes of $\frac{N T}{N P}$, i.e. static chunking, are used. Only the initial data values are sent to the workers, and the results are then sent to the master process.

In preliminary tests, best performing were such scheduling algorithms which start with a large batch size, decreasing towards the end, like trapezoid self scheduling (TSS) and guided self scheduling (GSS). On heterogeneous COWs, GSS produced the most even workload. However, we observed that slowest processors became a bottleneck for the runtime, if they received the first (largest) batch of $\frac{N T}{N P}$.

Hence, we modified the GSS algorithm to schedule batch sizes of $G S S(\Xi)=\frac{N R}{2 N P}$, to reduce the possible waste of computation time. The modified GSS algorithm was applied to schedule the computational more expensive pairwise distance computations in step 5.1a).

To apply GSS efficiently to the computationally most demanding parts of the program, ML step and puzzling step, an additional adaptation was necessary. An atomic batch size was introduced due to coding specificities of 4 bit per quartet to store the preferred quartet topologies from the ML step (cf. 5.5), to make efficient transmission of the results possible. The atomic size can also be used to keep the batch size at a certain level to reduce communication when only a few tasks are left to schedule.

Based on the modified GSS, the adaptation used for distributing the tasks of the $M L$ step and the puzzling step determined the batch size by the formula

$$
S G S S(\Xi)= \begin{cases}N R & \text { if } N R<A B S  \tag{5.1}\\ \left\lceil\frac{N R}{2 N P}\right\rceil+A B S-\left(\left\lceil\frac{N R}{2 N P}\right\rceil \bmod A B S\right) & \text { if }\left(\left\lceil\frac{N R}{2 N P}\right\rceil \bmod A B S\right)>0 \\ \left\lceil\frac{N R}{2 N P}\right\rceil & \text { otherwise. }\end{cases}
$$

The second line of Eq. 5.1 rounds to the next multiple of the atomic size $A B S$, if necessary. The first line schedules the rest $N R$ if already smaller than the atomic size $A B S$. The adaptation produces a smoothed distribution of batch sizes, therefore it is referred to as smooth guided self scheduling (SGSS).

For ML step and puzzling step of the $Q P$ algorithm, we determined an atomic size of 4 tasks to be a good tradeoff between a desirably small atomic size and the reduction of communication overhead.

### 5.7. Efficiency of Parallel TREE-PUZZLE

When analyzing the efficiency of parallelized algorithms the scalability of the parallelized code with increasing numbers of processors is relevant. The scalability was evaluated on simulated and biological data for benchmarking.

### 5.7.1. Benchmark Datasets and Setup

To analyze the efficiency of the parallel implementation, we used all datasets described in 5.3 .

For each dataset parallel TREE-PUZZLE was applied to obtain benchmarks for 2, $4,8,16,32,48$, and 64 processors on a Cray T3E-1200 parallel computer. Note, we use processes and processors interchangeably because the queuing system guaranteed
that one processor executes exactly one process. Due to the local setup, the sequential version of TREE-PUZZLE did not run with the same priority as parallel jobs. Thus, the speedup is compared to a 2 processor run, i.e. 1 master and 1 worker process. The abscissa in the diagrams of Figures 5.3 to 5.5 shows the number of worker processors.

### 5.7.2. Results for Parameter Estimation

Fig. 5.2 shows that the parallel implementation of the parameter estimation with the modified GSS algorithm in step (5.1a) and SC in step (5.1c) does not scale for large numbers of processors. Although all calls of steps (5.1a) and (5.1c) accumulate over $90 \%$ of the running time (Tab. 5.1), every single call is very fast. The parallelized part is then interrupted by a sequential part. Due to this fine granularity, the result is not surprising. However, a slight increase in scalability can be observed with respect to taxa and sequence length. For the parallel estimation of parameters for datasets with $n>200$ taxa the gain of runtime reduction is substantial.

The biological dataset with 50 taxa and 289 amino acids (aa) fits well with simulated data for 48 taxa and 1000 nt . The high computation time of the shorter aa dataset is attributed to the increased size of the alphabet ( 20 aa to 4 nucleotides).

### 5.7.3. ML Step and Puzzling Step

While the scalability of the parameter estimation is dissatisfactory, the parallel ML step (Fig. 5.3) and the parallel puzzling step (Fig. 5.4) show an almost perfect speedup indicating a very good performance of the parallelization strategy. Concerning the biological dataset the speedup is almost perfect in the ML step, but decreases in the puzzling step with growing numbers of processors.

While the runtime for the biological dataset is highest in $M L$ step, the sequence length has no influence on the runtime of the puzzling step because only the quartet tree topologies are used here.

### 5.7.4. Overall Scaling of Parallel TREE-PUZZLE

Despite the disappointing scalability of the parallel parameter estimation and the additional sequential consensus step, the overall runtimes of the TREE-PUZZLE runs still show convincing scalability (Fig. 5.5). The scaling increases with growing numbers of taxa, and for 64 sequences of length 1000 nt the speedup is almost perfect. Although this could not be shown with the protein dataset used increasing the number of sequences should bring a better speedup for protein dataset as well.

As in the ML step and the parameter estimation, the computation time consumed by the non-parallelized consensus step increases from DNA to amino acid data because of the higher alphabet size (Fig. 5.3. Tab. 5.2).


Figure 5.2.: Speedup (a) and runtime(b) of the parameter estimation for the different datasets.


Figure 5.3.: Speedup (a) and runtime (b) of the maximum-likelihood step of Quartet Puzzling for the different datasets.


Figure 5.4.: Speedup (a) and runtime (b) of the puzzling step of Quartet Puzzling for the different datasets.


Figure 5.5.: Overall speedup (a) and runtime (b) of the parallelized TREE-PUZZLE program for the different datasets.

### 5.8. Discussion

To compute ML trees, it is necessary to estimate the underlying model parameters. This chapter illustrates a first attempt to speed up the estimation procedure by parallelizing the estimation heuristic implemented in TREE-PUZZLE. The combination of message passing with SC and a modified GSS leads to reduced computation time. However, the speedup is not even close to perfect. A factor of 17 for 32 processors will nevertheless enable biologists to study large datasets. For example, the estimation of evolutionary parameters and rate heterogeneity parameters for 215 rRNA sequences of length 2100 nt took only 8.6 minutes on a homogeneous 32 -processor COW instead of 2.5 hours on a single processor. This reduction in computation time makes TREE-PUZZLE also a worthwhile stand-alone application to estimate evolutionary parameters. Thus in the future, sub-sampling strategies for parameter estimation (Meyer et al., 1999; Meyer and von Haeseler, 2003) may no longer be necessary for moderately sized datasets. This is a first step to develop more efficient and scalable algorithms to support large phylogeny reconstructions.

The amount of data available naturally leads to large tree reconstruction projects, e.g., to reconstruct a tree for each of the 25,000 multi-sequence protein families in the SYSTERS database (Version 3, Krause et al., 2002). For the smaller families the trees can be reconstructed using the sequential TREE-PUZZLE. However, for large families ( $n \geq 100$ sequences) the parallelized version might be an alternative, because the presented parallelization provides for the first time a parallel tree reconstruction approach for amino acid sequences.

In the past the DNAML program (Felsenstein, 1981) was subject to parallelization attempts. Several parallel implementations were published showing moderate to wellscaling behavior (Olsen et al., 1994; Schmidt, 1996; Trelles et al., 1998; Stewart et al., 2001; Stamatakis et al., 2002).

This chapter presented the parallel version of the $Q P$ algorithm which is an integral part of the TREE-PUZZLE package (Schmidt et al., 2002; Strimmer and von Haeseler, 1996). The parallelized $Q P$ shows convincing scalability. One advantage of the parallel TREE-PUZZLE is its simplicity. The master/worker setup with one master process for the scheduling is sufficient to handle all tasks and communication. No additional processes like foreman or dispatcher processes in the fastDNAml implementations (Olsen et al., 1994; Stewart et al., 2001) are necessary.

Since Quartet Puzzling is the only parallelized ML-based reconstruction method for protein phylogenies so far, it is a major contribution for the ML analysis of large protein datasets.
Although we have made considerable progress, more work needs to be done. The main drawback in scalability remains with the merging of the split lists from the workers into a consensus tree and the computation of ML branch lengths of the consensus tree. How to parallelize the computation of ML branch lengths remains an open problem.

## 6. Large ML Trees from Sequences Using Quartets

### 6.1. Introduction

As described before, the ML step and the puzzling step are the two steps demanding most of the runtime in the Quartet Puzzling procedure (a detailed runtime analysis of QP has been presented in 5.4). In chapter 4 we demonstrated that the complexity of the puzzling step can be reduced by one order of magnitude using an efficient $O\left(n^{4}\right)$ algorithm, which leads to substantial speedup. However, the complexity $\Theta\left(n^{4}\right)$ of the $M L$ step cannot be reduced, since the $Q P$ algorithm requires the evaluation of all $3\binom{n}{4}$ possible quartet topologies. For datasets of 200 sequences or more the computation time required to evaluate all quartets is very large. For example, the evaluation of all quartet topologies for a red algae dataset of 215 sequences from the European small subunit (ssu) rRNA database (Van de Peer et al., 2000b) assuming rate heterogeneity would take more than 6,500 hours on a SUN Enterprise 450 server.

Hence, a strategy is suggested that does not require the computation of all quartet trees dividing the set of sequences $\mathcal{S}$ into subsets. In order to ensure that our algorithm works, a minimal amount of pair-wise overlap, i.e., the number of sequences shared by the different subsets of the alignment is required. Once the quartet trees are computed, we proceed with a modified version of the puzzling step (cf. 3.2.2). An overall consensus tree is constructed from a series of so-called intermediate trees produced in the modified puzzling step algorithm. We show, that the resolution of the consensus tree critically depends on the number of quartets actually evaluated.

The outline of the chapter is as follows, in section 6.2 we briefly introduce the relevant additional notation followed by the explanation of the modified Quartet Puzzling algorithm for large datasets. The subsequent section gives some insights about the correlation between the resolution of the tree and the amount of computing time spend. The final section discusses applications and gives an outlook on further modifications of the proposed method.

### 6.2. The Modified Quartet Puzzling Algorithm

The Quartet Puzzling algorithm requires the computation of $\binom{n}{4}$ quartets, which is often not feasible if $n$ is large. This chapter introduces a modified version of the algorithm
by computing only quartets for a collection of subsets $\mathcal{S}_{1}, \mathcal{S}_{2}, \mathcal{S}_{3}, \ldots, \mathcal{S}_{k}$ of $\mathcal{S}$. Then $\mathcal{Q}_{g}$ describes the set of all $\binom{\left|\mathcal{S}_{g}\right|}{4}$ quartets from $\mathcal{S}_{g}$ for all $g=1,2, \ldots k$. We require that

$$
\begin{align*}
\bigcup_{i=1}^{k} \mathcal{S}_{i} & =\mathcal{S}  \tag{6.1}\\
\left|\mathcal{S}_{i}\right| & \geq 4, \text { for } i=1, \ldots, k  \tag{6.2}\\
\left|\left\{\bigcup_{j=1}^{i} \mathcal{S}_{j}\right\} \cap \mathcal{S}_{i+1}\right| & \geq 3, \text { for } i=1, \ldots, k-1 \tag{6.3}
\end{align*}
$$

We call equation 6.3 the overlap condition. It ensures that we can assemble an $n$ species tree from the quartet trees. Note, that according to the overlap condition we would have to compute

$$
\begin{equation*}
\sum_{i=1}^{k}\binom{\left|\mathcal{S}_{i}\right|}{4} \tag{6.4}
\end{equation*}
$$

quartets only, dividing $\mathcal{S}$ into $k$ subsets.

### 6.2.1. The Algorithm ModPUZZLE

Before discussing some computational aspects, we will explain the algorithm for $k=2$. If $k>2$, then one has to apply the algorithm $k-1$ times by setting

$$
\begin{align*}
& \mathcal{S}_{1}=\bigcup_{i=1}^{j} \mathcal{S}_{j}  \tag{6.5}\\
& \mathcal{S}_{2}=\mathcal{S}_{j+1} \tag{6.6}
\end{align*}
$$

for $j=1, \ldots, k-1$. The order of the subsets is chosen randomly and that the overlap condition is fulfilled.

The ModPUZZLE algorithm works as follows (cf. also Figure 6.1)
step 1: Assume that an intermediate tree $T\left(\mathcal{S}_{1}\right)$ is reconstructed using the normal puzzling step algorithm (cf. 3.2.2 and 4.4).
step 2: Compute

$$
\mathcal{S}_{1 \cap 2}=\mathcal{S}_{1} \cap \mathcal{S}_{2}
$$

The elements of $\mathcal{S}_{1 \cap 2}$ are already in $T\left(\mathcal{S}_{1}\right)$.


Figure 6.1.: The modified Quartet Puzzling algorithm. For details see text.
step 3: Derive the subtree $T\left(\mathcal{S}_{1 \cap 2}\right)$ from $T\left(\mathcal{S}_{1}\right)$, that has as leaf-set the sequences in $\mathcal{S}_{1 \cap 2}$ and as internal node set all nodes from $T\left(\mathcal{S}_{1}\right)$ that are on a path connecting two leaves from $\mathcal{S}_{1 \cap 2}$. Each node of degree 2 in $T\left(\mathcal{S}_{1 \cap 2}\right)$ is then a root of a subtree from $T\left(\mathcal{S}_{1}\right)$ with leaves in $\mathcal{S}_{1}$ but not in $\mathcal{S}_{2}$. Nodes of degree 2 are called root-nodes.
step 4: Pick a sequence $X \in \mathcal{S}_{2} \backslash \mathcal{S}_{1}$ and compute the penalties of each edge in $T\left(\mathcal{S}_{1 \cap 2}\right)$ using the normal puzzling step algorithm (see 3.2.2 and 4.4).
step 5: Let $\mathcal{E}$ be the collection of all edges in $T\left(\mathcal{S}_{1 \cap 2}\right)$ with minimal penalty, then insert $X$ randomly either on one edge $e \in \mathcal{E}_{\text {min }}$ or on an edge from a rooted subtree of $T\left(\mathcal{S}_{1}\right)$ whose root node has at least two edges in $T\left(\mathcal{S}_{1 \cap 2}\right)$ with minimal penalty.
step 6: If $X$ is the inserted sequence, then update $T\left(\mathcal{S}_{1 \cap 2}\right)$ by adding $X$ to the leaf-set and by adding all nodes of $T\left(\mathcal{S}_{1}\right)$ that lie on the path between $X$ and the root-node $R$ of the subtree of $T\left(\mathcal{S}_{1}\right)$, where $X$ was inserted, to the set of root nodes. Finally, delete $R$ from the root-node set.
step 7: Delete $X$ from $\mathcal{S}_{2} \backslash \mathcal{S}_{1}$. If $\mathcal{S}_{2} \backslash \mathcal{S}_{1} \neq \emptyset$ goto step 4 , otherwise goto step 8 .
step 8: Repeat step 1 to step 7 of the algorithm several times for different input orders of the subsets and the sequences within the subsets.
step 9: From this collection of trees the majority consensus tree is calculated.

### 6.3. Computational Aspects

To simplify matters, we assume that we partition the data in $k \leq n$ subsets of size $\nu=\frac{n}{k}+$ $o$, where $o$ defines the overlap between two neighboring sets, i.e. $\left|\mathcal{S}_{i} \cap \mathcal{S}_{(i \bmod k)+1}\right|=o$ for $i=1, \ldots, k$, where we require that $o \geq 3$. Although not crucial for the MODPUZZLE algorithm, for the practical application but to add freedom to the repetitions of steps 1 to $\mathbf{7}$, we now construct the last subset $\mathcal{S}_{k}$ overlapping $\mathcal{S}_{1}$.

For $k=n$ and $o=3$ we have to compute $n-3$ quartets only. This, however, is not enough information to reconstruct the tree, even if the data were perfectly tree-like. Thus, one should try to increase $o$ as much as possible, guided by the time one is willing to spend for the calculation of the

$$
\begin{equation*}
k\left(\binom{\nu-o}{4}+\binom{o}{4}\right) \tag{6.7}
\end{equation*}
$$

possible quartets, where $o>3$.

### 6.4. Some Practical Measures on the Method

In phylogenetic tree reconstruction one wants to reconstruct a fully resolved tree, i.e., all inner nodes of the tree have degree 3. However, due to the lack of a clear phylogenetic signal it is not always possible to achieve this goal (cf. 3.1). In these situations the tree reconstructed is not fully resolved. The amount of resolution can be measured by the number of splits, i.e. inner branches, that partition the sequences into two non-empty subsets. To analyze the influence of the size of the overlap between subsets on the resolution, we carried out a simulation study. To this end, we simulated the evolution of DNA sequences on a tree with 50 leaf-vertices using the Seq-Gen package Rambaut and Grassly, 1997).

The ModPUZZLE algorithm was applied to the resulting data by randomly splitting the 50 sequences into $k=5$ subsets of varying size and different overlap. Table 6.1 summarizes the results. The results show that one should try to maximize the overlap, since larger overlap enables the a higher resolution of the reconstructed tree. It shows that an overlap of 20 induces the computation of roughly $50 \%$ of all possible quartets. On the other hand, 39 from the 47 possible splits could be recovered, which provides a reasonably good resolution.

The ModPUZZLE algorithm was also applied to the alignment of all 215 red algae ssu rRNA sequences from the European small subunit rRNA database (Van de Peer et al., 2000b) as a biological dataset. Due to the large number of quartets $86,567,815$ possible

Table 6.1.: Results of the tree reconstruction using a simulated alignment of 50 DNA sequences with increasing overlap.

| $k$ | $\nu$ <br> subsets | $o$ <br> sequences | number of <br> overlap | $\%$ of <br> quartets | resolved <br> quartets <br> splits | $\%$ of <br> splits |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 5 | 13 | 3 | 3,230 | 1.4 | 2 | 4.3 |
| 5 | 15 | 5 | 6,800 | 2.6 | 7 | 14.9 |
| 5 | 20 | 10 | 23,175 | 10.1 | 23 | 48.9 |
| 5 | 30 | 20 | 112,800 | 49.0 | 39 | 83.0 |
| full set | 50 |  | 230,300 | 100.0 | 47 | 100.0 |

quartets) tests were only ran for a limited set of values for $k$ and $\nu$. Nevertheless, this large biological dataset shows similar characteristics as the simulated one. The resolution increases with the number of quartets available for the tree reconstruction.

The tests on the simulated data as well as the limited tests on biological data show that with the minimal amount of overlap $(o=3)$ almost no resolution of the trees can be gained. However, the resolution increases with the number of quartets used. Remarkable is the effect that the percentage of resolved splits grows faster than the percentage of quartets used (Tab. 6.1). Therefore it seems to be possible to reconstruct resolved trees even if one does not use all quartet trees. The potential runtime reduction achieving similar resolution, however, crucially depends on the amount of phylogenetic information present in the alignment.

### 6.5. Discussion and Possible Extensions

In this chapter a very simple algorithm has been suggested to reconstruct phylogenetic trees from large datasets. The method is based on a modified version of the puzzling step algorithm described in 3.2 .2 and 4.4. The modified algorithm has the flexibility to adjust the amount of computing time one is willing to spend. If one is only interested in the coarse structure of the tree, then one needs to compute only very few quartets, thus obtaining a more or less unresolved tree. If one wants the fine details of the ramifications of the tree, one needs to compute a lot more quartets by increasing the overlap between the subsets.

But, as shown in Table 6.1, the percentage of resolved splits seems to grow faster than the amount of quartets used. This observation leads to a strategy how to analyze large datasets, which is not fully exploited here. Instead of randomly assigning sequences to the $k$ subsets once in some kind of linear order, one could use more decompositions to build a network of subsets. To increase the resolution of the final tree, one may also use a data guided approach. For example, a threshold graph Barthelemy and Guenoche, 1991; Huson et al., 1999) based on the pairwise distances can be used as an indicator
how to group sequences. The applicability of this strategy needs to be analyzed by simulations.

Another extension of the algorithm is also possible. Instead of analyzing the gene tree of one set of aligned sequences, we may very well assume that each subset $\mathcal{S}_{1}, \mathcal{S}_{2}, \ldots$, $\mathcal{S}_{k}$ contains the collection of species for which a sequence alignment is available for one out of $k$ different genes. We then can compute the tree for the entire set of species $\mathcal{S}$, based on $k$ different genes, without requiring that one gene sequence is known for all $n$ species in $\mathcal{S}$. The properties of this approach need to be investigated.

In chapter 7 a method will be described similar to the latter extension.

## 7. Phylogenetic Trees from Multiple Genesets with Missing Data

### 7.1. Introduction

The large amounts of molecular sequence data currently available serve two needs in the phylogenetic analysis of the relationship of species. On the one hand, the number of interesting species available for analysis grows (vertical growth). On the other hand, more different sequences per species get available (horizontal growth). Unfortunately, the number of sequences is not distributed evenly among species of interest. This often makes collecting a dataset for phylogenetic analysis a painful decision on the trade-off between the amount of taxa and the number of sequences.

While methods abound to infer phylogenies from a set of aligned sequences (Swofford et al., 1996), only a small number of methods exists to combine data of different genes, proteins, or genomic areas for joint analysis.

There has been a large ongoing debate how to combine different datasets to reconstruct trees (cf. de Queiroz et al., 1995, Bininda-Emonds, 2002, and Page and Holmes, 1998, chap. 8 for review). Two paradigms have been discussed, which we will classify by the 'distance' of the combination event from the underlying data into low level and high level methods (cf. Fig. 7.1). Note that low and high does not imply a quality rating.

The first paradigm is total evidence (also often called combined or simultaneous analysis) where the data is combined directly by concatenating the alignments. Hence, total evidence methods will be referred to as low level methods (cf. Fig. 7.1).

The other paradigm is the so-called separate analysis (also called taxonomic congruence and consensus or supertree approach). Such methods combine trees reconstructed separately from the single datasets. Since the combination takes place far from the underlying data, such methods are referred to as high level methods (cf. Fig. 7.1).

Both paradigms have their advantages and drawbacks (for review see de Queiroz et al., 1995, Bininda-Emonds, 2002, and references therein). Major criticisms are, e.g., the problems to jointly model the evolutionary process for the concatenated dataset in low level methods and the loss of information in the high level methods since the underlying data is in general not considered when the trees are combined. These arguments gave rise to the design of an alternative method which will be proposed in this chapter.

The method presented here follows a medium level paradigm, according to the level of combination (cf. Fig. 7.1). Before particularizing the procedure (section 7.3), commonly
used high and low level methods are described (section 7.2). Then the new method is applied to a biological dataset in section 7.4. The results are discussed in the context of total evidence and consensus/supertree methods. Finally, problems will be discussed and an outlook on further improvement and extensions will be given.

### 7.2. Methods to Combine Datasets

### 7.2.1. Low Level Combination: Total Evidence

As mentioned above, low level methods are commonly referred to as total evidence, combined or simultaneous analysis methods. Claiming that all information (evidence) available should be used for phylogenetic analysis, all single datasets are combined into one single 'supermatix' (Sanderson et al., 1998) as shown in Fig. 7.1. This is achieved by concatenating all source alignments filling missing data with gap characters. The overall alignment is then used as input for phylogenetic analysis. This method seems unproblematic for complete datasets, where for each species one sequence in each source dataset exists. How total evidence approaches handle missing data crucially depends on the method used to reconstruct a phylogeny from the concatenated alignment. Since some programs exclude alignment columns with gaps, such programs will end up only with data from genes which are available for the whole set of species. Datasets with missing sequences are discarded.

### 7.2.2. High Level Methods

While low level methods combine the source datasets directly, high level methods construct a tree for each source dataset. The trees from the source datasets are then combined to an overall tree (Fig. 7.1). If all source datasets contain the full set of species, consensus techniques can be applied combining all the equally sized trees into one consensus tree. To combine sets of trees with unequal, but overlapping sets of species, so-called supertree methods have been developed which amalgamate the input trees into one overall supertree.

### 7.2.2.1. Combining Equal-Sized Datasets: Consensus Methods

Consensus methods aim to construct a consensus tree from a set of trees preserving common topological details of the source trees. Commonly applied consensus methods are strict consensus, majority-rule consensus (Margush and McMorris, 1981), semi-strict consensus (Bremer, 1990), and Adams consensus (Adams III, 1986).

Most consensus methods are based on splits or bipartitions (cf. 2.2.1) found in a majority of the source trees ( $M_{l}$ consensus sensu McMorris and Neumann, 1983, where

| combination | method |  | high level |
| :---: | :---: | :---: | :---: |
| low level | Total Evidence |  |  |
| high level <br> high level <br> high level <br> high level | Consensus $M R P, M R F$ <br> ModMinCut, MinCut Supertree <br> Quartet-based supertree |  |  |
| medium level | Medium level combination |  |  |

Figure 7.1.: Level of combination with regard to distance from the underlying datasets
$l$ represents the percent occurrence of included splits). Sets of non-contradicting bipartitions are chosen to reconstruct the consensus tree.

The majority-rule consensus (Margush and McMorris, 1981) uses all splits occurring in the majority of input trees. Usually a majority-rule consensus is assumed ( $M_{l}$ consensus with $l>0.5$, McMorris and Neumann, 1983). This means all splits occurring in more than $50 \%$ of the source trees (see Fig. 7.2). Considering $l>0.5$ ensures that all splits






Figure 7.2.: Consensus methods


Figure 7.3.: Adams Consensus
can be incorporated in a tree topology, because no two contradicting splits are able to occur in more than $50 \%$ of the input trees.

For the strict consensus tree only bipartitions are chosen that are found in all input trees ( $M_{1.0}$, see Fig. 7.2). The semi-strict consensus (Bremer, 1990) contains all splits that are not contradicted in any of the input trees, e.g. the split $A B C D \mid E F$ is uncontradicted by the $A B C$-trifurcation in tree A and B in Fig. 7.2. Note that such splits can occur in less than half of the source trees. If all trees are binary trees strict and semi-strict consensus will always produce the same trees.

Contrary to most consensus methods which are based on bipartitions and their percent occurrence in the source trees, the Adams consensus is based on common nestings in trees, i.e., taxa frequently occurring together in the same subtree. This method tries to find groups of sequences that are commonly occurring together in the source trees (Adams III, 1986). Adams consensus trees can contain groups that cannot be found in any of the source trees. This makes it difficult to interpret. Yet it can be informative when there are sequences that are difficult to place. Such sequences are moved to the root of the Adams consensus tree (Fig. 7.3).

### 7.2.2.2. Combining Overlapping Datasets: Supertree Methods

Supertree methods have been developed to combine sets of overlapping trees into 'supertrees' containing all leaves found in the source trees. Some of the methods are re-


| Ragan/Baum |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 |
| A | 1 | 1 | 0 | 1 | 0 | 0 |
| B | 1 | 1 | 0 | 1 | $?$ | $?$ |
| C | 0 | 1 | 1 | 1 | $?$ | $?$ |
| D | 0 | 1 | 1 | 1 | $?$ | $?$ |
| E | 0 | 0 | 0 | 1 | 1 | 0 |
| F | 0 | 0 | 0 | 0 | $?$ | $?$ |
| G | $?$ | $?$ | $?$ | $?$ | 1 | 1 |
| H | $?$ | $?$ | $?$ | $?$ | 1 | 1 |


| Purvis |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  1 2 3 4 5 6 <br> A 1 1 0 1 0 $?$ <br> B 1 1 0 1 $?$ $?$ <br> C 0 1 1 1 $?$ $?$ <br> D 0 1 1 1 $?$ $?$ <br> E $?$ 0 $?$ 1 1 0 <br> F $?$ $?$ $?$ 0 $?$ $?$ <br> G $?$ $?$ $?$ $?$ 1 1 <br> H $?$ $?$ $?$ $?$ 1 1 |  |  |  |  |  |  |

Figure 7.4.: Coding schemes to encode tree topologies for MRP methods: Baum/Ragan and Purvis' scheme
stricted to rooted trees, based on the argument that the broad majority of trees published are rooted trees. Input trees cannot be produced from different datasets only, but can also be obtained from the literature.

Matrix Representation Methods A commonly used method to construct supertrees is Matrix Representation using Parsimony (MRP, Baum, 1992; Ragan, 1992), which uses binary coding to represent the input trees. The splits induced by all source trees are coded into a matrix with binary characters (' 0 ', ' 1 ') with missing data ('?'). The binary matrix is then used to construct an overall tree (cf. Fig. 7.1) using Maximum Parsimony methods (Swofford et al., 1996). The most abundant coding schemes are those independently suggested by Baum (1992) and Ragan (1992) and the modified scheme by Purvis (1995). Baum/Ragan code the bipartitions of an input tree assigning ' 1 ' to all leaves in the one part of the bipartition and ' 0 ' to the other that contains the root. All missing taxa are assigned the missing data character '?' (Fig. 7.4). Purvis (1995) differs in that only the sistergroup of a clade is assigned ' 0 ', while all other leaves of that part outside the clade are assigned '?' (Fig. 7.4).

To give input trees different weights in the analysis, different weighting schemes have been suggested (see Salamin et al., 2002, Sanderson et al., 1998, and references herein for more details).

Recently, another method has been proposed called Matrix Representation using Flipping (MRF, Chen et al., 2003), which also uses a binary matrix coding of the trees as described above. The MRF supertree is constructed by 'flipping' conflicting character states from ' 1 ' to ' 0 ', or vice versa to produce a matrix that does not contain contradictions. Their optimal solution is the tree that needs the least 'flips'.

Direct Supertree Methods Another family of supertree methods use a more graph theoretical approach. Members of that family are the OneTree/BUILD algorithm (Aho et al., 1981, Bryant and Steel, 1995), MinCut Supertree algorithm (Semple and Steel, 2000), and the modified MinCut Supertree algorithm (ModMinCut Supertree, Page, 2002). These algorithms take as input sets of rooted trees. The BUILD algorithm and the OneTree algorithm produce a supertree only if the input trees are compatible, i.e., the trees are not contradictory (cf. strict consensus in 7.2.2.1). Since this is almost never the case for biological data, these algorithms are mainly useful to test for compatibility of trees.

MinCut Supertree tries to yield a supertree applying a minimum cut algorithm to the graph $S_{\mathcal{T}}$ constructed from the set of input trees $\mathcal{T}$, following Listing 7.1 (see also Fig. 7.5 and Fig. 7.1). The notations follow Page (2002) - for further details see there.

Page (2002) suggested a modification (here called ModMinCut) to choose the minimum cuts, that takes into account preserving uncontradicted information from the source trees. The ModMinCut Supertree algorithm marks all edges in the graph $S_{\mathcal{T}}$ (step 7.1a) not contradicted by any tree in $\mathcal{T}$. If $S_{\mathcal{T}}$ has to be cut in step 7.1b minimum cuts are preferred which do not cut uncontradicted edges. Hence, the amount of uncontradicted information from the source trees is preserved in the supertree (cf. Fig. 7.6.

Quartet-Based Supertree Recently a quartet-based supertree method has been proposed by Robinson-Rechavi and Graur (2001). Instead of using a matrix representation, all source trees are decomposed into sets of quartets contained in the topologies (Fig. 7.1). Each quartet is weighted by the highest support value found on the path of the quartet's middle edge in any of the input trees (the authors used the TREE-PUZZLE package to compute the trees and support values). From this set of weighted quartets an overall tree is constructed with the quartet method implemented in the AllTree program (Bendor et al., 1998). In a first step, this method computes all subsets of taxa and keeps those satisfying the most quartets. In a second step, it performs an exact search on each subset constructing an overall tree satisfying most quartets.

### 7.3. Medium Level Combined Phylogenetic Analysis

### 7.3.1. Notation

In the present chapter we assume a collection $\mathcal{S}=\left\{s_{1}, \ldots, s_{n}\right\}$ of $n$ species and $k$ different genes to be used for combined analysis.

With $\mathcal{S}_{1}, \mathcal{S}_{2}, \ldots, \mathcal{S}_{k}$ we denote subsets of $\mathcal{S}$, such that

$$
\begin{equation*}
\left|\mathcal{S}_{g}\right| \leq 4 \quad \text { for each } \quad g \quad \text { and } \quad \bigcup_{g=1}^{k} \mathcal{S}_{g}=\mathcal{S} \tag{7.1}
\end{equation*}
$$
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Figure 7.5.: The MinCut Supertree Algorithm. For more details, see text.
Listing 7.1: MinCut Supertree (Set of rooted trees $\mathcal{T}$, set of $n$ leaves)
switch number of leaves $n$ do
case ( $n=1$ ) return a single node $x_{1}$; case $(n=2)$ return a tree with 2 leaves $x_{1}$ and $x_{2}$; otherwise

Construct the graph $S_{\mathcal{T}}$ by connecting each pair of taxa $a$ and $b$ by an edge $e_{(a, b)}$ if they are connected in at least one tree in $\mathcal{T}$ by a path that does not pass the root of that tree, i.e., $\operatorname{MRCA}(a, b) \neq$ root (cf. Fig. 7.5, $\left.S_{\{\text {TreeA,B\}}}\right)$; Weight the edge $e_{(a, b)}$ by the number of trees supporting MRCA $(a, b) \neq$ root;

## if $S_{\mathcal{T}}$ is a disconnected graph then

Let $S_{i}$ be the components of $S_{\mathcal{T}}$;
else
Construct $S_{\mathcal{T}} / E_{\mathcal{T}}^{M a x}$ as follows: Merge all nodes $a$ and $b$ connected by an edge $e_{(a, b)}$ with maximum weight $|\mathcal{T}|$, i.e., supported by the whole set of trees and remove edge $e_{(a, b)}$ (cf. Fig. 7.5);
Remove all edges from $S_{\mathcal{T}} / E_{\mathcal{T}}^{M a x}$ that are a minimum cut set of $S_{\mathcal{T}}$. Let $S_{i}$ be the resulting components of $S_{\mathcal{T}} / E_{\mathcal{T}}^{M a x}$;
foreach component $S_{i}$ do
$T_{i}=$ MinCut Supertree ( $\mathcal{T} \mid S_{i}, L=S_{i}$ ), where $\mathcal{T} \mid S_{i}$ denotes the trees from $\mathcal{T}$ with all leaves $r \notin S_{i}$ pruned;

Construct a new tree $T$ by connecting the roots of $T_{i}$ to a new tree;
return $T$


Figure 7.6.: The ModMinCut Supertree algorithm. For more details, see text.

Each $\mathcal{S}_{g}$ represents the subset of species for which a multiple alignment based on gene $g$ is available. These subsets will be called genesets. Finally, $\mathcal{Q}_{g}, g=1, \ldots, k$ represent the corresponding sets of possible quartets.

Instead of reconstructing the trees $T\left(\mathcal{S}_{g}\right)$ for each set $\mathcal{S}_{g}$, we will compute an overall tree $T(\mathcal{S})$ combining the information provided from the evaluation of the quartet sets $\mathcal{Q}_{1}, \mathcal{Q}_{2}, \ldots, \mathcal{Q}_{k}$ from the $k$ different alignments. Note that a taxon is not represented by one sequence any more.

### 7.3.2. The Combined Quartet Method to Combine Genesets

### 7.3.2.1. Combining the ML Quartets

In the method proposed, the genesets will be combined on the level of the quartets. As a guideline to combine the quartets we use the log-likelihood $\ell_{a b \mid c d}^{(g)}, \ell_{a c \mid b d}^{(g)}$, and $\ell_{a d \mid b c}^{(g)}$ for quartet $\{a, b, c, d\} \in \mathcal{Q}_{g}$ on the geneset $\mathcal{S}_{g}$.

To combine the datasets for each geneset $\mathcal{S}_{1}, \mathcal{S}_{2}, \ldots \mathcal{S}_{k}$, all three log-likelihoods for each quartet in $\mathcal{Q}_{1}, \mathcal{Q}_{2}, \ldots \mathcal{Q}_{k}$ are evaluated first (cf. ML step in 3.2.2).

Then, we compute

$$
\begin{align*}
\ell_{a b \mid c d} & =\sum_{g=1}^{k} \ell_{a b \mid c d}^{(g)}  \tag{7.2}\\
\ell_{a c \mid b d} & =\sum_{g=1}^{k} \ell_{a c \mid b d}^{(g)} \tag{7.3}
\end{align*}
$$

$$
\begin{equation*}
\ell_{a d \mid b c}=\sum_{g=1}^{k} \ell_{a d \mid b c}^{(g)} \tag{7.4}
\end{equation*}
$$

for each quartet. For the sake of simplicity, the log-likelihoods $\ell_{\tau}^{(g)}=0$ if the quartet with the sequences $\mathcal{L}(\tau)$ is not represented by alignment $g$.

Alternatively, one can also compute

$$
\begin{align*}
& \overline{\ell_{a b \mid c d}}=\frac{\ell_{a b \mid c d}}{\left|\left\{g:\{a, b, c, d\} \in \mathcal{Q}_{g}\right\}\right|}  \tag{7.5}\\
& \overline{\ell_{a c \mid b d}}=\frac{\ell_{a c \mid b d}}{\left|\left\{g:\{a, b, c, d\} \in \mathcal{Q}_{g}\right\}\right|}  \tag{7.6}\\
& \overline{\ell_{a d \mid b c}}=\frac{\ell_{a d \mid b c}}{\left|\left\{g:\{a, b, c, d\} \in \mathcal{Q}_{g}\right\}\right|} . \tag{7.7}
\end{align*}
$$

$\overline{\ell_{\tau}}$ can be viewed as the average support a quartet tree $\tau$ receives from the set of sequence alignments. In case that a quartet is not represented by any alignment the averages are set equal to zero.

### 7.3.2.2. Computing the Overall Tree

To reconstruct a phylogeny $T(\mathcal{S})$ based on the collection of log-likelihoods from Equations 7.2 to 7.4 or 7.5 to 7.7 we apply the PUZZLE idea from 3.2.2. The straightforward application of the $Q P$ algorithm is only possible if information exist for each quartet in $\mathcal{Q}$. This, for instance, is the case if at least one alignment $\mathcal{S}_{g}$ comprises all the species in $\mathcal{S}$.

If some quartets are missing, which usually happens if each $\mathcal{S}_{g}$ is a proper subset of $\mathcal{S}$, then these quartets are treated as unresolved. A quartet tree is selected randomly among the three possible topologies. In this case it is necessary to examine whether the overlapping genesets can be combined. This will be explained in the following.

### 7.3.2.3. Assessing Whether Genesets Can Be Combined

To combine two genesets $\mathcal{S}_{i}$ and $\mathcal{S}_{j}$ a minimum pairwise overlap of 3 sequence among the two subsets is required,

$$
\begin{equation*}
\left|\mathcal{S}_{i} \cap \mathcal{S}_{j}\right| \geq 3 \tag{7.8}
\end{equation*}
$$

We call Eq. 7.8 the pair-overlap condition. The pair-overlap condition is different from the overlap condition (Eq. 6.3) in section 6.2 where the subsets were constructed from one complete set of sequences to ensure combinability of the subsets. Here the subsets
are genesets. Their sizes and overlap are defined by the availability of sequence data for the species in $\mathcal{S}$. Note, that not every pair of genesets might share a sufficient overlap.

To assess whether these gene datasets can be combined, we construct an overlap graph $G_{\text {ovl }}=(\mathcal{V}, \mathcal{E})$ with a set of nodes $\mathcal{V}$ (genesets) and a set of undirected edges $\mathcal{E}$ (overlaps) with

$$
\begin{align*}
\mathcal{V} & =\left\{\mathcal{S}_{1}, \mathcal{S}_{2}, \ldots \mathcal{S}_{k}\right\}  \tag{7.9}\\
\mathcal{E} & =\left\{e_{\left(\mathcal{S}_{i}, \mathcal{S}_{j}\right)} \text { for }\left|\left\{\mathcal{S}_{i} \cap \mathcal{S}_{j}\right\}\right| \geq 3\right\} \quad 1 \leq i<j \leq k \tag{7.10}
\end{align*}
$$

The edge weights consist of the amount of overlap fulfilling the pairwise-overlap condition (see for an example Fig. 7.7). This representation of the datasets provides insight into several properties of the entire dataset.

If the graph consists of unconnected subgraphs, not all data is suited for a combined analysis. According to the pairwise-overlap condition gene datasets from different connected components cannot be used simultaneously in the same analysis because no quartet information is are available to reasonably guide the insertion of the sequences.

Genesets from one connected component, however, can be used for combined analysis. Although genesets might exist within a connected component which do not share sufficient overlap with each other to be combined, they can be linked by means of other genesets which first have to be added satisfying the pairwise overlap condition, to connect the two.

Note, that by applying the overlap condition from Eq. 6.3, sets from one connected component can gain an overlap $\geq 3$ to the leafset $\mathcal{L}\left(T_{i}\right)$ of a tree $T_{i}$ so far reconstructed from genesets of another connected component. Nevertheless, combining those sets will produce a very doubtful tree, because too little information is available to guide the insertion of sequences.

The combinability of the genesets from a connected component is characterized by two features of the overlap graph. A high connectivity within a component (each geneset shows overlap to many other geneset) results in network-like quartet information among the genesets. This reduces the need for mediating sets to connect non-overlapping genesets. Even more important is the size of the overlap. The higher the overlap, the more quartets are shared among two neighboring genesets. Consequently, a higher amount of information is available to guide the insertion of sequences from a geneset into a tree already reconstructed.

### 7.3.2.4. Overlap-Guided Puzzling Step

As described above, sufficient overlapping information is needed to reasonably insert a new leaf $s_{i+1}$ into a tree $T_{i}$. Hence, instead of using a random permutation of leaves, the permutation has to follow certain restrictions. To satisfy the pairwise overlap condition, we apply a graph based procedure similar to Prim's minimum spanning tree (MST)
algorithm (see, e.g., Cormen et al., 2001) assuming equal edge weights. We start with the leaves from a randomly picked geneset $\mathcal{S}^{\prime} \in\left\{\mathcal{S}_{1} \ldots \mathcal{S}_{k}\right\}$. We define a front set $\mathcal{F}$ containing all unused nodes (genesets) from the overlap graph that are connected by an edge to any geneset already used in the tree. From the sequences in $\mathcal{S}^{\prime}$ we construct the tree $T\left(\mathcal{S}^{\prime}\right)$ applying the usual puzzling step algorithm (see section 3.2 .2 and chapter 4). Then we randomly draw one geneset $\mathcal{S}^{\prime \prime}$ from $\mathcal{F}$. We remove $\mathcal{S}^{\prime \prime}$ from $\mathcal{F}$ and add the sets connected to $\mathcal{S}^{\prime \prime}$, but not yet used to $\mathcal{F}$. The sequences of $\mathcal{S}^{\prime \prime}$ are then added to the tree. Guided by the overlap graph we thus construct an intermediate tree by sequentially adding the genesets. As in the usual puzzling step many intermediate trees are constructed using different orders of leaves and genesets.

### 7.3.2.5. Relative Majority Consensus

Since missing data adds more ambiguity, this naturally hampers the construction of a resolved majority-rule consensus tree. We therefore decided to apply a majority consensus which is slightly different from the majority-rule consensus used in section 3.2.2. Instead of using only splits occurring in more than $50 \%$ ( $M_{l}$ with $l>0.5$ ) of the intermediate trees, also splits below $50 \%$ are considered. The aim is to use as many splits as are supported by relative majority to extract a maximum uncontradicted information from the intermediate trees.

The relative majority consensus $M_{\text {rel }}$ adds all congruent splits from the set of intermediate trees in descending order of occurrence. No splits will be accepted for the consensus that have the same or lower percentage occurrence as any incongruent split. This consensus procedure does not imply a fixed threshold but uses a variable percentage down to the first incongruence guided by the relative majority.

### 7.4. The Phylogeny of the Grasses

In the following, the grass (Poaceae) dataset provided by the GPWG (Grass Phylogeny Working Group, 2001, http://www.ftg.fiu.edu/grass/gpwg/) is reanalyzed with the new medium level method as well as with other methods for combined analysis.

### 7.4.1. The Dataset

We used all molecular sequence data from this dataset. There were three nuclear loci, NADH dehydrogenase, subunit F $(n d h F)$, the internal transcribed spacer (ITS) of ribosomal DNA, and granule bound starch synthase I (GBSSI or waxy), as well as three chloroplast genes, ribulose 1,5 -bisphosphate carboxylase/oxygenase, large subunit ( $r b c L$ ), RNA polymerase II, $\beta^{\prime \prime}$ subunit (rpoC2), and phytochrome B (phyB). The morphological and restriction data was omitted. The GPWG dataset consists of 'normal' taxa as well as of composite taxa represented by sequences from several species of one genus (30 taxa)
or several genera ( 6 taxa). The overall number of taxa in the analysis is $|\mathcal{S}|=66$. The available sequences are listed in Tab. 7.1.

### 7.4.2. Methods

The new medium level approach is compared to other high level as well as low level methods. To this end, several tree reconstructions were performed using.

### 7.4.2.1. Low Level Combination

For total evidence analysis the alignments from the six genesets were concatenated into one large supermatrix. From this large alignment an overall tree was constructed with the TREE-PUZZLE program assuming the HKY model (Hasegawa et al., 1985). The missing model parameters were inferred from the large alignment.

### 7.4.2.2. High Level Combination

For high level methods, first ML trees were reconstructed using the fastDNAml program (Olsen et al., 1994, Stewart et al., 2001). From the resulting set of six phylogenetic trees supertrees were constructed applying a number of high level methods.

Two MRP supertrees were built using the Baum Ragan encoding as well as Purvis scheme. The input trees were encoded using the SuperTree program (Version 0.8b) by Nicolas Salamin. From the two matrix representations the most parsimonious trees were constructed using the PARS program (see below). Equally parsimonious trees were combined to a strict consensus tree ( $M_{1.0}$ ) with the CONSENSE program (see below).
In addition, supertrees were constructed with the MinCut (Semple and Steel, 2000) as well as the ModMinCut Supertree algorithm (Page, 2002). The reconstruction was performed by using Rod Page's SUPERTREE software (Version 0.2) via the web interface available at http://darwin.zoology.gla.ac.uk.

The choice of methods was guided by the availability of implementations or web interfaces. The programs CONSENSE and PARS belong to the PHYLIP package (Version 3.6a3, Felsenstein, 1993).

### 7.4.2.3. Medium Level Combination

The combined analysis was performed as described in 7.3.2. For each of the six genesets all possible quartet trees were evaluated. The HKY model (Hasegawa et al., 1985) was assumed. Branch lengths were optimized in the computation of the ML quartets ('exact quartet' option in TREE-PUZZLE). Missing model parameters were inferred from the corresponding genesets. The resulting log-likelihoods were combined. The combined likelihoods were then used to determine the set of supported topologies. Finally, the set

Table 7.1.: Sequences available for analysis per taxon in the Poaceae dataset (Grass) Phylogeny Working Group, 2001)


[^0]Table 7.2.: The Poaceae dataset; estimated parameters and quartet statistics

|  | $n d h F$ | phyB | rbcL | rpoC | waxy | ITS | combined | tot. evid. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| sequence origin | chloroplast | nucleus | chloroplast | chloroplast | nucleus | nucleus | - | mixed |
| \# sequences | 65 | 40 | 37 | 34 | 19 | 47 | - | 66 |
| alignment length | 2210 | 1182 | 1344 | 777 | 773 | 322 | - | 6608 |
| constant sites ${ }^{1}$ | 10.1\% | 5.6\% | 45.3\% | $2.4 \%$ | 54.2\% | 48.4\% | - | 0\% |
| A content | 27.3\% | 21.5\% | 27.1\% | 40.5\% | 21.3\% | 18.7\% | - | 26.4\% |
| C content | 16.5\% | 26.9\% | 19.3\% | 14.6\% | 29.4\% | 31.6\% | - | 20.0\% |
| G content | 17.6\% | 29.2\% | 24.9\% | 28.2\% | 33.8\% | 33.1\% | - | 23.0\% |
| T content | 38.7\% | 22.3\% | 28.7\% | 16.7\% | 15.5\% | 16.6\% | - | 30.6\% |
| test failed ${ }^{2}$ | 0 | 4 | 0 | 1 | 2 | 2 | - | 43 |
| ts:tv ${ }^{3}$ parameter | 2.14 | 1.87 | 1.69 | 2.31 | 1.11 | 1.58 | - | 1.77 |
| ts: $\mathrm{tv}^{3}$ S.E. | 0.08 | 0.08 | 0.12 | 0.23 | 0.08 | 0.11 | - | 0.04 |
| ts: $\mathrm{tv}^{3}$ ratio | 1.93 | 1.85 | 1.66 | 2.98 | 1.05 | 1.45 | - | 1.73 |
| Y:R ts ratio ${ }^{4}$ | 1.33 | 0.96 | 0.82 | 0.21 | 0.63 | 0.85 | - | 1.01 |
| average distance | 0.077 | 0.160 | 0.053 | 0.107 | 0.147 | 0.154 | - | 0.087 |
| \# quartets | 677040 | 91390 | 66045 | 46376 | 3876 | 178365 | 720720 | 720720 |
| resolved | 94.41\% | 92.91\% | 94.57\% | $71.49 \%$ | 94.09\% | 85.98\% | 91.87\% | 94.77\% |
| partly | 5.00\% | 5.77\% | 4.98\% | 9.00\% | 5.62\% | 10.23\% | $4.23 \%$ | 4.17\% |
| unresolved | 0.60\% | 1.33\% | 0.45\% | 19.52\% | 0.28\% | 3.79\% | 0.08\% | 1.06\% |
| missing |  |  |  |  |  |  | 3.82\% |  |
| 1 including gapped positions |  |  |  | 3 transition:transversion |  |  |  |  |

of quartet topologies and the overlap graph were fed to the modified TREE-PUZZLE program to reconstruct the combined tree. 100,000 puzzling steps were performed to build an $M_{\text {rel }}$ consensus (cf. section 7.3.2.5).

### 7.4.3. Parameter Estimates from Poaceae Dataset

The Poaceae dataset used for combined phylogenetic reconstruction consisting of $n d h F$, phyB, rbcL, rpoC, waxy, and ITS has a total of 6608 aligned positions. The different genesets show substantial differences in their features as well as in the estimated parameters (cf. Fig. 7.2). The number of species in the datasets ranges from 19 in waxy to 65 in $n d h F$ (cf. also Fig. 7.7). The sequences are closely related resulting in a low average distance from $0.053(r b c L)$ to $0.160(p h y B)$ and a high percentage of constant sites in the case of $\operatorname{ITS}(48.4 \%), r b c L(45.3 \%)$, and waxy (54.2\%). The nucleotide frequencies differ strongly between the genes. The estimated parameters for the HKY model (Hasegawa et al., 1985) also vary a lot. The transition:transversion ratios range from 1.05 (waxy) to $2.98($ rpo $C)$, while the transition ratio between pyrimidines and purines varies from $0.21($ rpo $C)$ to $1.33(n d h F)$. Furthermore, the fact only $23(35 \%)$ of the 66 sequences in the concatenated dataset pass the $\chi^{2}$ test on the sequence composition (Fig. 7.2) shows that the overall character frequencies might be inappropriate for a majority of the sequences. This as well as the variation of the parameters clearly demonstrates that finding one single parameter set that matches the joint dataset can be problematic when doing 'simultaneous analysis'.


|  | $\begin{aligned} & \text { ry } \\ & \text { ざ } \\ & \text { E. } \end{aligned}$ | － |  | $\begin{aligned} & \text { E } \\ & \end{aligned}$ | － | 気 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n d h F$ | $\bullet$ | 36 | 34 | 46 | 40 | 19 |
| $r b c L$ |  | $\bullet$ | 26 | 29 | 21 | 12 |
| rpoC |  |  | $\bullet$ | 31 | 21 | 10 |
| ITS |  |  |  | $\bullet$ | 30 | 15 |
| $p h y B$ |  |  |  |  | $\bullet$ | 14 |
| waxy |  |  |  |  |  |  |

Figure 7．7．：Overlap graph of the gene datasets：Line width is chosen to represent the number of sequences in the overlap or the dataset，respectively．The table shows the amount of pairwise overlap．

The quartet resolution of the genesets，i．e．，the amount of fully resolved quartets，is high（up to $94.57 \%$ ），except for rpo $C$ ，where only $71.49 \%$ of the possible quartets could be resolved completely．

The resolution of the combined quartet set with $91.87 \%$ completely resolved quartets was rather high．This shows that the combination of the datasets did not lead to a substantial reduction of the quartet resolution．Yet a high number of resolved quartets does not exclude contradiction among the inferred quartet topologies．Missing data among the overlapping genesets induces a total of $3.82 \%$ of the 720,720 quartets for which no phylogenetic information is available．

The parameters estimated from the concatenated alignment（Tab．7．2）also present substantial differences compared to the parameters inferred from the separate genesets． While the average distance among the concatenated sites is still low（0．087），the constant sites have vanished．This is attributed to the gaps introduced to the alignment to fill up the genesets to 66 sequences．

## 7．4．4．Combinability of the Poaceae Dataset

The overlap graph in Fig． 7.7 was constructed from the overlap among the genesets which are listed in Tab．7．1．The line widths represent the amount of sequences in the genesets （frames）or the amount of overlap between two adjacent genesets（edges），respectively．

The overlap graph consists of one connected component．This means that all genesets can be used together in a combined analysis．The connectivity of the graph is high，every
geneset is connected to every other geneset by an overlap > 3. In general, the overlap of any two genesets is higher than half the size of the smaller geneset. This means that more than $50 \%$ of the taxa contained in a geneset is also contained in a bigger geneset.

According to the pairwise-overlap condition and the high connectivity of the graph the genesets can be combined. Note, that this judgment only takes into account the physical overlap of the genesets and, thus, determines only the technical combinability of the dataset.

### 7.4.5. Reconstructed Poaceae Phylogeny

The taxonomy and the nomenclature follow the Grass Phylogeny Working Group (2001). For more details about the phylogeny of the grasses refer to the article.

### 7.4.5.1. Total Evidence Tree

The total evidence tree of the grasses (Poaceae) based on the concatenated GPWG dataset using TREE-PUZZLE for the simultaneous analysis is displayed in Fig. 7.8. The tree is rooted by the outgroup taxa Flagellaria, Baloskion, Elegia, and Joinvillea. Then the so-called early branching taxa branch off the tree. First the Anomochloid subfamily which is shown to be a monophyletic sister group of Pharus. Next, the monophyletic Puelioid subfamily forms a sister group to the main group of the grasses. Within the grasses six subfamilies establish the PACCAD clade. The PACCAD subfamilies Aristidoids, Danthonioids, and a main part of the Panicoids could be recovered. Aristidoids and Danthonioids together form a monophyletic group.
The three other grass subfamilies, Bambusoids, Erhartoids, and Pooids, form monophyletic subtrees. These three subfamilies are reported to form a monophyletic group, the so-called BEP clade (Grass Phylogeny Working Group, 2001) for different datasets. The BEP clade itself, however, could not be revealed.

Two other total evidence grass trees based on the MP criterion have been published (Grass Phylogeny Working Group, 2001; Salamin et al., 2002) and will be presented later in section 7.4.6.

### 7.4.5.2. MRP Supertrees

The two MRP supertrees present different topologies (Figs. 7.9 and 7.10). The first tree was reconstructed from a matrix encoded according to Baum/Ragan. 29 mostparsimonious tree topologies have been found and joined by strict consensus (cf. Baum, 1992; Ragan, 1992). The resulting tree (MRP-BR) could establish most of the grass subfamilies (Fig. 7.9). Starting from the root, the early branching taxa branch off in the order Anomochloids, Pharus, and then Puelioids. Within the grass subtree, the


Figure 7.8.: Total Evidence Poaceae phylogeny of the 66 taxa from the GPWG dataset. For the analysis HKY model has been assumed, missing parameters have been estimated from the joint datasets. The numbers at the internal nodes represent the percentage of the corresponding congruent splits.


Figure 7.9.: MRP phylogeny of the 66 taxa from the Poaceae dataset based on ML trees and the Baum Ragan coding scheme (MRP-BR).


Figure 7.10.: MRP phylogeny of the 66 taxa from the Poaceae dataset based on ML trees and Purvis' coding scheme (MRP-Pu).

PACCAD clade is again monophyletic. The PACCAD subfamilies Chloridoids, Aristidoids, and Danthonioids could be established where the latter two form a monophyletic group. The branching pattern of Arundinoids, Panicoids, and Centothecoids remains unresolved. The BEP clade consisting of the monophyletic Bambusoids, Erhartoids, Pooids could be recovered whereas their branching order remained unresolved.

Using Purvis encoding one most parsimonious tree was reconstructed (MRP-Pu, Fig. 7.10), which showed a by and large linearized topology. The PACCAD clade is recovered in which the Chloridoids, Centothecoids, Aristidoids, and Danthonioids remain monophyletic. The members of the Arundinoids and Panicoids are placed on the two main PACCAD branches in a linearized order not providing separate subtrees. The taxa of the BEP clade subfamilies are inserted along the main branch of grass subtree. Only the Bambusoids subtree could be recovered.

### 7.4.5.3. MinCut Supertrees

The MinCut Supertree produced a long caterpillar tree (Fig. 7.11) that only maintains the Danthonioid subfamily at the top and a monophyletic group for the two early branching Anomochloids. In the linearized tree, the early branching taxa are separated from the outgroup taxa and from the grass subtree by edges above and below.

The modifications suggested by Page (2002) in the ModMinCut Supertree algorithm lead to a biologically reasonable tree (Fig. 7.12). Not only the PACCAD clade and the BEP clade are recovered, but also nearly all subfamilies could be established in the highly resolved tree. In the PACCAD clade, the Panicoids are joined by the Centothecoids which do not show a monophyletic group. Then the other subfamily subtrees join in the order Arundinoids, Danthonioids, Chloridoids, and Aristidoids. Within the BEP clade Bambusoids and Pooids are sister groups followed by the Erhartoids. The early branching taxa branch off from the root in the order Anomochloids, Pharus, and Puelioids.

### 7.4.5.4. Combined Quartet Tree

The reconstructed phylogeny of the grasses (Poaceae) based on the combined quartets is given in Fig. 7.13. Rooted by the outgroup taxa (Flagellaria, Baloskion, Elegia, and Joinvillea), the so-called early branching taxa Puelioids, Anomochloids, and Pharus are placed in a multifurcation at the root of the grass subtree. The Puelioids and Anomochloids form monophyletic groups. Within the grass subtree a group of six subfamilies establishes the so-called PACCAD clade. Three of these subfamilies of the PACCAD clade, the Aristidoids, Arundinoids, and Danthonioids, could be reconstructed, while from the Panicoids, Centothecoids, Chloridoids only parts could be established as a monophyletic group.


Figure 7.11.: MinCut supertree of the 66 taxa from the Poaceae dataset based on the 8 separate ML trees. The numbers at the inner nodes present the number of edges in the minimal cut set.


Figure 7.12.: ModMinCut supertree of the 66 taxa from the Poaceae dataset based on the 8 separate ML trees. The numbers at the inner nodes present the number of cuts or hierarchical cuts weighted as described by Page (2002).


Figure 7.13.: Combined Quartet phylogeny of the 66 taxa from the Poaceae dataset. For the analysis the HKY model has been assumed, missing parameters have been estimated separately from the according datasets. The numbers at the internal nodes represent the percentage of the corresponding congruent splits.

From the BEP clade all three subfamilies, Bambusoids, Erhartoids, and Pooids, could be established. The BEP clade, however, could not be reconstructed with the combined quartet method.

Another consensus method, the so-called extended majority consensus, from the CONSENSE program (PHYLIP 3.6a3, Felsenstein, 1993) has been applied by others (Ben-dor et al., 1998; Ranwez and Gascuel, 2001) to construct a binary tree from the set of intermediate trees. The extended majority consensus is a greedy consensus method that adds all splits in descending order of percent occurrence to build a fully resolved tree. All splits that contradict already accepted splits are discarded. We call this approach $M_{e x t}$.

Applying $M_{\text {ext }}$ to the set of 100,000 intermediate trees produces a fully resolved tree as anticipated (Fig. 7.14). In addition to the groups resolved by the $M_{\text {rel }}$ consensus, this tree reveals all PACCAD subfamilies, with the exception of the placement of Zea mays. The $M_{\text {ext }}$ consensus tree presents a monophyletic BEP clade with Bambusoids and Erhartoids being sister groups. The branching order of the early branching taxa is resolved as Puelioids, Anomochloids, and finally Pharus.

### 7.4.6. Other Published Poaceae Phylogenies

Different versions of the Poaceae dataset have been analyzed by others (Grass Phylogeny Working Group, 2001; Salamin et al., 2002). Since the Poaceae data is maintained by the GPWG, it has grown over the last years. Therefore, the datasets used in publications differ in size ( 66 taxa in Grass Phylogeny Working Group, 2001 and 61 taxa in Salamin et al., 2002) as possibly in the distribution of genes per taxon. Nevertheless, the published results will be discussed here, because the authors also used other methods to reconstruct combined phylogenies.

Three trees from the two publications (two total evidence trees and one supertree) are sketched in Fig. 7.15. The GPWG total evidence tree was reconstructed with maximum parsimony from 8 datasets covering 66 taxa. In contrast to our study they used the additional morphology and restriction data. Salamin et al. (2002) analyzed the 8 datasets with a total of 61 taxa. Their total evidence tree was also constructed by MP, while the MRP supertree (the best out of several different MRP trees) is based on a Baum/Ragan encoding weighted by bootstrap values from the input trees.

All these trees show a similar overall topology having the early branching taxa at the root of the grass subtree. All four support a monophyletic PACCAD clade. Also Bambusoids, Erhartoids, and Pooids are shown as monophyletic subfamilies. Concerning the order of the three subfamilies within the BEP clade, all three possible topologies have been found. The GPWG total evidence tree groups together Bambusoids and Ehrhartoids. The total evidence tree of Salamin et al. (2002) forms a Bambusoid/Pooid group while their supertree supports a cluster of Ehrhartoids and Pooids. This shows the high amount of uncertainty in the data. The subfamily order within the PACCAD clade remains an open question. All trees exhibit different branching orders, although most of


Figure 7.14.: Extended majority consensus of all intermediate trees from the combined reconstruction. The numbers at the internal nodes represent the percentage of the corresponding congruent splits.


Figure 7.15.: Poaceae phylogenies from other publications: (a) total evidence tree from Grass Phylogeny Working Group (2001); (b) total evidence tree, and (c) supertree from Salamin et al. (2002). The numbers represent bootstrap values.
the subfamilies are displayed as monophyletic. In the GPWG and Salamin et al. .s total evidence trees, Aristidoids and Danthonioids form sister groups. The same holds for Centothecoids and Panicoids. The topology of the PACCAD subtree in Salamin et al. s supertree differs strongly from the others.

### 7.5. Discussion

### 7.5.1. Problems of Dataset-Combining Methods

There is a long ongoing debate on the question whether low level or high level combination should be preferred (e.g. de Queiroz et al., 1995, and references therein). A main argument against total evidence methods is the problem of how to choose an appropriate model of evolution for the concatenated dataset. It is well-known that different areas of the genome develop under different evolutionary constraints. It is hard if not impossible to choose one appropriate model for different sequences coding for proteins, structural or functional RNAs, and 'function-less' parts of the genome. Missing data also causes problems because many methods discard alignment columns containing gaps. In this case only few or even no alignment columns remain for the analysis.

Since consensus and supertree methods reconstruct trees separately for each sequence alignment, they can easily use different evolutionary models matching the different constraints of the genesets. Supertree methods have been developed to handle the problem of missing data. For the reconstruction of an overall tree, consensus and supertree methods are using meta data like Matrix Representation derived from the input trees, or they use the trees directly. The sequence data is usually not used in this process. Although this
is an advantage when input trees obtained from publications are combined, it discards valuable information when the underlying sequence data is available.

It has been stated by Bininda-Emonds (2002, 275) that "the inherent loss of information from using the source trees is a necessary trade-off to be able to combine all possible sources of phylogenetic information." However, the medium level method proposed in this chapter combines the datasets at the quartet level guided by the likelihood of underlying data and, thus, tries to minimize the loss of information in the combination process. Furthermore, the method offers the possibility to use appropriate models of evolution for the different sources of data. Yang (1996) has shown that combined analysis of datasets is possible even if the parameters as well as the branch lengths differ among the datasets. In general, it should also be possible to combine likelihoods of different types of data like DNA, amino acid, and restriction data. A prerequisite for combining such different data sources is the availability of applicable ML models to compute the quartet topologies. The necessity to adequately normalize the substitution models for different types of data remains to be elucidated.

### 7.5.2. Comparison of the Tree Topologies

The maximum likelihood framework is the usual way to test whether tree topologies are significantly different and which tree might be supported best by the data. A number of possible tests have been suggested (for review see Goldman et al., 2000).

Yet such tests require a model of evolution as well as a dataset that enables a comparison of topologies. In our example only overlapping incomplete genesets are available. Substantial variation has been found among the parameter sets that have been estimated from the genesets (cf. section 7.4.3). Consequently, as discussed above, it might be impossible to choose one parameter set that is adequate for the overall dataset. Moreover, for testing evolutionary hypotheses it is highly questionable to use a concatenated dataset with such a large amount of missing data. The concatenated GPWG dataset contains $37.85 \%$ gaps and missing characters, while the amount of ambiguous characters per sequence range from $5.42 \%$ (Zea mays) up to $76.41 \%$ for Eriachne.

Since this framework seems not applicable (cf. also Novacek, 2001), the comparison of the presented trees which are based on various optimality criteria relies on the taxonomic classification proposed in a joint effort by a group of experts, the Grass Phylogeny Working Group (2001).

The essence of the classification is the following. The PACCAD clade is monophyletic consisting of the six monophyletic subfamilies Aristidoids, Danthonioids, Chloridoids, Centothecoids, Arundinoids, Panicoids as well as the three species incertae sedis (i.s ${ }^{1}$ ). The species i.s. are Eriachne, Micraira, and Gynerium. Three grass subfamilies, namely, Bambusoids, Erhartoids, and Pooids are reported to form a monophyletic group for different datasets, the so-called BEP clade. Finally, three early branching subfamilies, the

[^1]Anomochloids, Pharoids, and Puelioids were described. This comprehensive subfamily classification consists of eleven previously published subfamilies and the new Danthonioid subfamily (see Grass Phylogeny Working Group, 2001). This taxonomic classification is based on the review of a large number of publications about Poaceae as well as a Total evidence tree and the separate genetrees from the GPWG dataset.

Examining the reconstructed trees shows that most methods can more or less resolve the taxonomic structure of the grasses. Taxa from the unresolved subfamilies are generally placed in multifurcations which do not contradict the taxonomic classification. Only MinCut Supertree and MRP-Pu distribute members of unrevealed subfamilies throughout the constructed tree. The methods which where able to reconstruct best the grass subfamilies, PACCAD, and BEP clade were ModMinCut Supertree, the $M_{\text {ext }}$ consensus from the combined quartet intermediate trees, and the two MP-based total evidence trees (Fig. 7.15).

Although the $M_{e x t}$ consensus gave a biologically reasonable result, its application should not generally be recommended. It has been suggested by Kluge and Kolf (1993) that bold, i.e., completely resolved, hypothesis are to be preferred over 'safe' consensus trees, since the safest tree would be the unresolved one. In order to achieve a completely resolved tree, however, the $M_{e x t}$ consensus accepts splits which would have been outvoted by more abundant splits if the latter would not have been discarded due to earlier contradictions. Using the $M_{\text {rel }}$ consensus instead avoids this problem, since it does not resolve the topology beyond the first incongruence. This agrees more with de Queiroz et al. (1995, 664), stating that "one might want a tree in which all clades have a certain level of support."

### 7.5.3. Conclusion

We have presented a new quartet-based medium level method to combine multiple sequence datasets with missing data for phylogeny reconstruction. The results obtained from the GPWG Poaceae dataset show that this method performs comparable to other methods for phylogeny reconstruction from overlapping datasets with missing data. Although the resulting tree was not fully resolved, it did not contradict the taxonomic classification by the Grass Phylogeny Working Group (2001).

The modifications to the MinCut Supertree suggested by Page (2002, ModMinCut Supertree) have shown to substantially increase the result (cf. 7.4.5.3). Yet, none of the method to analyze incomplete phylogenetic data presented here has proven to be the final choice. Facing the problem that it is unlikely to have complete molecular and morphological datasets in the near future, methods combining overlapping incomplete datasets remain a valuable tool to reconstruct evolution from multiple datasets (cf. also Bininda-Emonds, 2002). The development and improvement of methods for the combined analysis of multiple dataset should be encouraged. Tree reconstruction using combined quartets provides a new tool for such work.

The judgment of the efficiency of dataset combining methods highly relies on biological knowledge. Since the 'true' tree is unknown in general for these complex types of datasets, we suggest to perform simulations to study the reliability of such methods. Furthermore, the influence of composite taxa should be examined in more detail. Recently, Malia Jr. et al. (2003) presented results on misleading effects of composite taxa on total evidence trees.

The medium level approach using combined quartets also offers a possibility to analyze heterogeneous datasets as follows. Fast evolving datasets might not be suitable to reconstruct deep phylogenies due to saturation, but might contain valuable information of the relationship of closely related species. Such datasets can be decomposed into separate group-specific 'genesets' which are then connected by datasets from slower evolving genes.

In addition to tree reconstruction, the set of combined quartet tree likelihoods can also be used for likelihood mapping analysis to visualize, for instance, the combined quartet support for specified cluster relationships (cf. 3.2.1).

## 8. Summary

Efficient sequencing techniques lead to exponentially growing amounts of molecular sequence data resulting mainly in two kinds of large datasets: vertically (large number of taxa) as well as horizontally large datasets (long or many sequences per taxon). The eminent need for efficient methods to analyze such datasets motivated the development and improvement of several approaches based on the Quartet Puzzling algorithm which were proposed in this thesis.

Accelerated Puzzling Step (chapter 4): Two efficient $O\left(n^{4}\right)$ algorithms, one splitbased and a recursive algorithm, were developed to accelerate the puzzling step since it demands a major runtime portion of the tree reconstruction by Quartet Puzzling. Runtime tests show that the new methods outperform the original as well as Berry's algorithm. The best performing algorithm is based on the recursive computation of the edge penalties. It requires about half the runtime of the original $O\left(n^{5}\right)$ algorithm.

Parallelized Quartet Puzzling (chapter 5): To reduce the overall waiting time for the reconstruction of large trees, a parallel implementation was developed. For the parallel workflow we investigated several scheduling algorithms. At last, a GSS-based scheduling algorithm, modified to our needs, was devised to produce an even workload on heterogeneous workstation clusters which are the most abundant parallel platforms in molecular biology. Benchmark tests of the parallel implementation showed convincing scaling behavior for large datasets.

Phylogenetic Trees from Less Quartets (chapter 6): A second component of the $Q P$ algorithm which demands a large part of computation time is the ML step. An approach is suggested to reduce the number of required quartets. To that end the dataset is decomposed into overlapping subsets from which the sets of possible quartets are assembled into an overall tree applying a modified puzzling step algorithm called ModPUZZLE. Results show that the resolution one can gain depends on the overlap between the subsets which can be determined by the number of quartets one is willing to compute. The approach can be applied to reconstruct the rough tree topology of large datasets.

Combined Quartet Method for Overlapping Datasets (chapter 7): We presented a procedure to reconstruct overlapping datasets from different genes (genesets) with
missing data. In contrary to total evidence approaches our method combines the datasets on a so-called medium level allowing to use evolutionary parameters specific for each geneset. The combination of the data is performed on the quartet level guided by the likelihoods computed from the sequences. Proceeding this way tries to minimize the loss of primary information before combining the genesets, a common criticism of the supertree methods. Different methods to combine genesets were applied to the biological dataset of the grasses. With regard to the GPWG taxonomic classification of the grasses, the combined quartet method performs comparable to the other methods.

## A. Variables and Functions



| $L_{i}(j)$ $L_{T}$ | - likelihood of state $j$ at node $i$ | $P_{\rho \sigma}(t)$ - probability of substitution $\rho \rightarrow \sigma$ in time $t$ |
| :---: | :---: | :---: |
| $L_{T}^{A_{c}}$ | - likelihood of $T$ in alignment column $A_{c}$ | $\operatorname{Pr}(\ldots)-$ probability of $q \quad$ - quartet |
| $\mu$ | - calibration factor for substitution matrix $\boldsymbol{Q}$ | $\mathcal{Q} \quad$ - set of all possible quartets from mathcalS |
| $m$ | - number of sites, sequence length | $\mathcal{Q}_{i} \quad-$ set of all possible quartets from mathcalS ${ }_{i}$ |
| M | - evolutionary model | $\mathcal{Q}_{\left(X, T_{i}\right)}$ - set of all quartets containing <br> $X$ and three sequences from $T_{i}$ |
| $M_{l}$ | - l-majority consensus |  |
| $M_{\text {ext }}$ | - extended majority consensus (PHYLIP) | $\boldsymbol{Q} \quad$ - instantaneous rate matrix |
|  | - relative majority consensus | $Q_{i j} \quad-\quad$ entry of $\boldsymbol{Q}$ for substitution |
| $\operatorname{MRCA}(\ldots)$ - most recent common |  |  |
| $\nu$ | - size of subsets | $\boldsymbol{R}$ - substitution rate matrix |
| $n$ | - number of sequences | - a node or leaf |
| $N$ | - penalty neighborhood matrix | $R \quad$ - root node |
| $N_{a, b}$ | - entry of matrix $N$ | $R_{i j} \quad-$ entry of $\boldsymbol{R}$ for substitution |
| $N T$ | - number of tasks (scheduling) | $i \rightarrow j$ |
| $N P$ | - number of processes (scheduling) | $\begin{array}{ll}\sigma & - \\ S & \text { a character state }\end{array}$ |
| NR | - number of un-scheduled tasks (scheduling) | $\mathcal{S}_{i} \quad$ - subset of sequences |
| $o$ | - overlap between subsets | $\mathcal{S}_{1 \cap 2} \quad$ - intersection of $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ |
| $\Omega(\ldots)$ | - complexity measure, lower bound | $s_{i} \quad-i$ th sequence |
|  |  | $S_{\mathcal{T}} \quad$ - graph from the input trees $\mathcal{T}$ (MinCut) |
|  | bou | $S_{\mathcal{T}} \backslash E_{\mathcal{T}}^{M a x}-$ graph from the input trees |
| $\Phi(\ldots)$ | - penalty of edg | $\mathcal{T}$ without $E_{\mathcal{T}}^{\text {Max }}$ (MinCut) |
| $\pi$ | - frequency vector, stationary distribution | $S M S(\ldots)$ - sum of all penalty paths beginning at any leaf in |
| $\pi_{i}$ | - frequency of state $i$ | cluster ..., while remaining |
| $p_{i}$ | - Bayesian weight of topology $i$ | within the cluster |
| $\boldsymbol{P}$ | - substitution probability matrix | $\operatorname{succ}(\ldots)$ - direct descendants of node |
| $P_{\rho \sigma}$ | - entry of $\boldsymbol{P}$ for substitution $\rho \rightarrow \sigma$ | $\Theta(\ldots)$ - complexity measure, upper and lower bound |


| $t$ | - time |
| :---: | :---: |
| $t_{(a, b)}$ | - length of edge $e_{(a, b)}$ in evolutionary time |
| $t_{\text {MRCA }}$ | - runtime (MRCA-based puzzling step) |
| $t_{\text {orig }}$ | - runtime (original puzzling step) |
| $t_{\text {recur }}$ | - runtime (recursive puzzling step) |
| $t_{\text {split }}$ | - runtime (split-based puzzling step) |
| T | - a tree, tree topology |
| $\mathcal{T}$ | - set of trees |
| $\mathcal{T} \mid S_{i}$ | - the trees from $\mathcal{T}$ with all leaves $r \notin S_{i}$ pruned (MinCut) |


| $T(\mathcal{S})$ | - tree containing leaf set $\mathcal{S}$ |
| :--- | :--- |
| $T_{n}$ | $-n$-tree, tree with $n$ leaves |
| $T_{n j}$ | - neighbor-joining tree |
| $u$ | - a node or leaf |
| $v$ | - a node or leaf |
| $\boldsymbol{V}$ | - penalty propagation vector |
| $\mathcal{V}$ | - set of nodes/vertices |
| $w$ | - a node or leaf |
| $w_{i}$ | - generic weight of topology $i$ |
| $x$ | - general purpose variable; index |
| $X$ | - taxon to insert next |
| $\Xi$ | - current status of a scheduler |
| $y$ | - general purpose variable; index |
| $z$ | - general purpose variable; index |

## B. Abbreviations

| aa | - amino acids |
| :---: | :---: |
| A | - Adenine |
| ANSI | - American National Standard Institute |
| $B R$ | - Baum/Ragan encoding |
| C | - Cytosine |
| COW | - Cluster of Workstations |
| cpREV | - reversible model for chloroplast data |
| CPU | - Central Processing Unit, Processor |
| DNA | - Deoxyribonucleic Acid |
| ED | - Evolutionary Distances |
| EF | - Elongation Factor |
| EMBL | - European Molecular Biology Laboratories |
| EMP | - evolutionary Markov process |
| G | - Guanine |
| GBSSI | - Granule Bound Starch Synthase I |
| GPWG | - Grass Phylogeny Working Group |
| GTR | - General Time Reversible model |
| GSS | - Guided Self-Scheduling |
| HKY | - Hasegawa-Kishino-Yano model |
| HKY85 | 5 - Hasegawa-Kishino-Yano model |
| del | - Insertions and Deletions |

i.s. - incertae sedis (lat.) - of uncertain placement
ITS - internal transcribed spacer
JC69 - Jukes-Cantor model
JTT - Jones-Taylor-Thornton model
K2P - Kimura 2-Parameter model
lslength - least square branch length estimation

LS len - least square branch length estimation

MIMD - Multiple Instruction Multiple Data

MinCut - Minimum Cut
ML - Maximum Likelihood
mldistance - ML distance estimation
ML dist - ML distance estimation
ModMinCut - Modified Minimum Cut
MP - Maximum Parsimony
MPI - Message Passing Interface
MRCA - Most Recent Common Ancestor

MRF - Matrix Representation using Flipping
MRP - Matrix Representation using Parsimony

MSA - Multiple Sequence Alignment
MST - Minimum Spanning Tree
mtREV - reversible model for mitochondrial data
nt - nucleotides

| $n d h F$ | - NADH dehydrogenase, subunit F | SGSS | - Smooth Guided Self-Scheduling |
| :---: | :---: | :---: | :---: |
| PC | - Personal Computer | SIMD | - Single Instruction - Multiple Data |
| PE | - Processing Element |  |  |
| phyB | - phytochrome B | SMP | - Scalable Multi-Processor |
| Pu | - Purvis' encoding | SPRNG - Scalable Parallel Random <br> Number Generator |  |
| QP | - Quartet Puzzling | SS - Self-Scheduling |  |
| $r b c L$ | - ribulose 1,5-bisphosphate carboxylase/oxygenase, large subunit | ssu rR T | NA - small subunit rRNA <br> - Thymine |
| RDP | - Ribosomal Database Project | TN93 | - Tamura-Nei model |
| RNA | - Ribonucleic acid | ts | - transition |
| rRNA | - ribosomal ribonucleic acid | TSS | - Trapezoid Self-Scheduling |
|  |  | tv | - transversion |
|  | - RNA polymerase II, $\beta$ | U | - Uracil |
| rpoC2 | - RNA polymerase II, $\beta^{\prime \prime}$ | UV | - ultraviolet |
|  | subunit | VT | - Variable Time model |
| SC | - Static Chunking (scheduling) | WAG | - Whelan-and-Goldman model |
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[^0]:    ${ }^{s}$ composite taxon, represented by sequences from several species
    ${ }^{g}$ composite taxon, represented by sequences from several genera

[^1]:    ${ }^{1}$ latin for 'of uncertain placement'

