I couldn’t find my first version, so I retyped it.

Bootstrapping (non-parametric)

Bootstrap analysis is a widely used sampling technique for estimating the statistical error in situations where the underlying sampling distribution is either unknown or difficult to derive analytically (Efron and Gong, 1983). The bootstrap method (Efron, 1979) offers a useful way to approximate the underlying distribution by resampling from the original data set. In phylogenetic analysis, bootstrapping involves creating replicate data sets of the same size as the original alignment by randomly resampling alignment columns with replacement from the original alignment and reconstruction phylogenetic trees for each. The proportion of each clade among all the bootstrap replicates can be considered as measure of robustness of the monophyly of the taxa subset.

Jackknifing

Jackknifing is a resampling technique often used to evaluate the reliability of specific clades in phylogenetic trees (similar to bootstrap analysis). The Jackknife generates replicate data sets by randomly purging half of the sites from the original alignment. Trees are reconstructed for each replicate and the proportion of each clade among all the bootstrap replicates can be considered as measure of robustness of the monophyly of the taxa subset.

Evolutionary model

A statistical description of the stochastic process of substitution in nucleotide or amino acid sequences.
Maximum likelihood

A principle of statistical inference developed by R.A. Fisher in the 1920s.  Essentially, it is generalisation of least-squares to non-normal data, and can be shown to lead to optimal estimators, at least for large sample size. Moreover, it is fully automatic once a model is specified, and allows computing confidence bands by means of the so-called Fisher information.
[hard to understand]
Likelihood

Likelihood is proportional to the probability of observing given data under a known probabilistic model. For continuous probability models, likelihood is proportional to the density function evaluated at the observed values. The likelihood value can seen as the goodness-of-fit of our model and parameters to the underlying data.
Akaike Information Criterion (AIC)
The Akaike Information Criterion is an estimate of the amount of information lost when we use a model to represent a stochastic process. The AIC for a model is -2*ln likelihood + 2*k, where k is the number of estimated parameters. Models with smaller AIC are preferred.
Bayesian Information Criterion (BIC)

It is an approximation to the log of the Bayes factor. The BIC for a model is -2*ln likelihood + k*ln(n), where k is the number of estimated parameters and n is the sample size of the alignment. Models with smaller BIC are preferred. The BIC is also known as the Schwarz criterion.

Sampling distribution

The distribution of a statistic - a function (e.g. sample mean, model parameter estimate) of the data for a given sample size.

Likelihood ratio test

The likelihood ratio test can be used to decide between two competing models or hypotheses: the NULL hypothesis (H0) and the alternative model (HA). The likelihood functions for the null (L(H0)) and the alternative (L(HA)) models are maximized and the likelihood ratio test statistic LR = 2 log (L(HA)/L(H0)) is used to choose a model.  

When H0 is nested in HA, i.e. it can be formulated by imposing D constraints on the parameters of HA (e.g. of the form a=1 or b=c), statistical significance is assesses by comparing the value of LR to a chi2 distribution with D degrees of freedom. In other words, if H0 is true, then LR is distributed as chi2D, and the probability (p-value) of falsely rejecting H0 (false positive) if LR = C can be approximated by Prob (chi2D >= C). Additional considerations apply if some of the constraints are not regular, e.g. fall on the boundary of the parameter space.

Parametric bootstrap / Monte Carlo simulation

Different to the non-parametric bootstrap where the columns of a pseudo-sample alignment are sampled with replacements from the initial alignment, in parametric bootstrap the pseudo-sample alignments are generated by Monte Carlo simulation. That means, the alignmens are generated by simulation along a given tree and evolutionary models. 

Resampling estimated log-likelihoods (RELL)
Usually all parameters like branch lengths have to be reoptimized to obtain the likelihood value for a certain bootstrap sample alignment which is very time consuming. To reduce the running time the RELL method resamples from the pre-estimated log-likelihoods for each site in the alignment instead of the alignment columns. By computing a likelihood from the resampled log-likelihoods directly, RELL avoids the recomputation of the parameters and site log-likelihod.

Or shorter:

The RELL method reduces the running time of bootstrap analyses by resampling directly from the pre-estimated log-likelihoods for each site of the alignment instead of the alignment columns, hence, avoiding the re-estimation of the parameters and site log-likelihod.
